CS 106: Homework 2

April 9, 2004

Page 24, problem 1

SupposaV is an arbitrary nonsingular matrix and defiife||w as||W x|| for some normi| - ||. Prove that
[| - |lw is a norm.
To prove that| - ||w is a norm, we need to show that it satisfies three properties.

(1) IX/lw = 0 and||x]||w if and only if x = 0.

Letb = Wx. SinceW is nonsingularb = 0 if and only if x = 0. Since|| - || is a norm,||b|]| = 0 if
and only ifb = 0. Therefore||b|| = 0 if and only ifx = 0. Forb # 0, ||b]| > 0. We have just shown
that||Wx|| > 0 and||Wx|| = 0ifand only ifx = 0.

() 1IX+Yllw < [IX[lw + [1Yllw
We use the linearity of the norm- || and the linearity ofV, as follows.

X+ Yllw = WX+ Y| = WX+ WY < [[WX]| + [[WYI| = [IX]lw + [Yllw -

() lNax|lw = laf [[X]lw
Again, we use the linearity of the norm. || and the linearity of\V.

llex|lw = [W(ax)|| = [leWX|| < || [[WX]| = lee] [[X]]w -
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Let|| - || be any norm oiC™ and also the induced matrix norm @f™™.
SupposeA e C™™M anda is the largest eigenvalue @. Letx € C™ be the corresponding eigenvector
such thatAx = Ax. Then taking the norm and using linearitydx|| = ||AX|| = |A] ||X||, SO
|| AX]|
Al = .
[1X]]

The induced matrix norrij A|| is the supremum, or least upper bound, of the set
{ || AX]|

|11

|xeCmandx;é0} ,

so it is greater than or equal to every element in the set. $iids in the set|A| < [|A]] and|L| = p(A)
because. is the largest eigenvalue &. Therefore,

p(A) = [IAll .
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The approach to finding the SVD of a matéxfollows four steps: (1) find the eigenvectors and eigenvalues

of AAT and AT A, (2) form matrixX from the square roots of the eigenvalues, (3) form matritesidV

from the eigenvectors, and (4) adjust the signs of the eigenvectors as necessary. In the solutions below, the
SVD shown is the full SVD.

3 0

(a) LetA= [O 5

]. ThenAAT = ATA = [g O] The eigenvalues oA AT are 9 and 4 so the diagonal

0 4
: : . 30 : T 1 0
matrix of singular values i¥ = o 2| The eigenvectors oAA" are 0 and 1| SO the SVD

<[5 90 36 ]

after adjusting the sign.

(b) LetA= [g g] ThenAA” = ATA = [g g} The eigenvalues oAAT are 9 and 4 so the diagonal

matrix of singular values i&¥ = [3 O} The eigenvectors oAAT are [é} and [(1)] so the SVD

0 2

of Ais
A_013001
|11 o||0 2||1 O]"

Note that the arrangement of the eigenvectord&f in U corresponds with the arrangement of their
associated singular valuesin

0 2 4 0 0 0 0
(c) LetA=|0 O|. ThenAAT = |0 0 O|andATA = . The nonzero eigenvalue ¢fA"
0 0 0 0O 0 4

2 0
and AT A is 4, so the diagonal matrix of singular valuessis= |:0 O}. The nonzero eigenvector
00

1
of AAT is |:O:| and the nonzero eigenvector Af A is [ﬂ so the SVD ofAis

0
1 0 0|2 O
A=]10 0 O 00[2(])':|
0 0 0f[0 O

Note that the vecto[(ﬂ was added t&/ instead of the zero vector to makeorthogonal.

(d) Let A = [1 1} Then AAT = [2 0] and ATA = [1 1}

; T
0 ol 0 0 11l The nonzero eigenvalue &A

andAT Ais 2, so the diagonal matrix of singular valuesis= [\(/)é 8] The nonzero eigenvector

2



1 : - [V2/2 :
0] and the nonzero eigenvector Af A is [\/5/2}’ so the SVD ofAis

of AAT is [
a=[o [ dAla F]

Note that the vectors corresponding to the zero singular value were addedrtdV to make them
orthogonal.

2 2

11 } The nonzero eigenvalue &A™ and AT Ais 4, so

}. ThenAAT = ATA = [

2 2

(e) LetA:[1 1

the diagonal matrix of singular valuesis = [2 0]. The nonzero eigenvector #fA™ and AT A is

[fz/z 00

«/2/2] so the SVD ofA is

A:[\g; —\%/22] {{2 8] [gg —52‘4/22]
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Both directions are not true. Clearly,4 = QB Q* and the SVD foB is B = U ZV*, then
A=QBQ =QUEV'Q" = (QU)Z(QV)"

is a factorization ofA using the singular values &. The factorization is an SVD foA because the matrices

QU andQV are unitary. So we have shown one direction: unitarily equivalent implies same singular values.
The other direction is not true. As a counterexampleBldéte a non-square matrix, such as the matrix

from problem 1 part c. In the reduced SVD Bf the singular values are in a square diagonal matrixVe

can construct a square matrxwith the same singular values Bsby multiplying & by unitaryU andV.

Clearly, no unitaryQ exists such thaf = Q B Q* becauseA andQ are square anB is not square.



