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Abstract well. Most modern laptops are equipped with a network
adapter that can access one or more types of IEEE 802.11
Wireless Local Area Networks (WLANSs) are now comnetwork, but the types of devices is rapidly expanding to
mon on academic and corporate campuses. As “Wi-Fiiclude PDAs, printers, audio players, and more. These
technology becomes ubiquitous, it is increasingly impafiew devices lead to changes in the way that WLANs are
tant to understand trends in the usage of these networkssed. For instance, we might expect a wireless PDA to
This paper analyzes an extensive network trace fronmave different usage patterns than a wireless printer; a
mature 802.11 WLAN, including more than 550 acces*DA might be more mobile as its user traverses a WLAN-
points and 7000 users over seventeen weeks. We empagbled campus, whereas the printer may remain in one
several measurement techniques, including syslogs, t@lece to serve wireless clients.

phone records, SNMP polling and tcpdump packet sniff-The growing popularity of WLANS encourages the de-
ing. This is the largest WLAN study to daFe, and the f”%lopment of new applications, which may also exhibit
to look at a large, mature WLAN and consider geographig,y ysage characteristics. Real-time multimedia applica-
mobility. We_ compare this trace to a trace taken after tﬂ%ns, for example, have quality-of-service (QoS) require-
network’s initial deployment two years ago. ments that may be difficult to fulfill in a shared medium
We found that the applications used on the WLAR AN. Some of these new applications and devices may
changed dramatically. Initial WLAN usage was doMimerge simultaneously; for instance many wireless PDAs
nated by Web traffic; our new trace shows significant iye sold equipped with streaming audio or video software.

creases in peer-to-peer, streaming multimedia, and VOiC%nderstanding the usage, and trends in usage, of these
over IP (VolP) traffic. On-campus traffic now exceeds off- ! '

; o new devices and applications is important for providers
campus traffic, a reversal of the situation at the WLAN . i
initial deployment. Our study indicates that VoIP has be\?/ho deploy and manage WLANS, for designers who de

. . lop new high-throughput and multimedia-friendly wire-
used little on the wireless network thus far, and most Vo ss networking standards, and for software developers

tcri';lllr? :rs\i:ﬁge on the wired network. Most calls last Ie\f/%o create new wireless and location-aware applications.

We saw more heterogeneity in the types of clients used,'n this paper we ;tudy_a large trace of network activity
with more embedded wireless devices such as PDAs 4 mature production wireless LAN. Dartmquth College
mobile VoIP clients. We define a new metric for mobility@S had 802.11b coverage for three years in and around
the “session diameter” We use this metric to show tHAgary every building on campus, including all administra-
embedded devices have different mobility characteristil$s: academic, and residential buildings, as well as most
than laptops, and travel further and roam to more acc§§?§'a| and athletic facilities. We collected extensive trace
points. Overall, users were surprisingly non-mobile, Wimformgtlon from the entire network throughout the Fall
half remaining close to home about 98% of the time. ~ 2nd Winter terms of 2003/2004.

Our work expands significantly upon previous studies.
] Tang and Baker13] traced 74 computer-science clients

1 Introduction in one building for 12 weeks, and a more recent study
by Schwab and BuntlpP] examines 134 users over one

Wireless Local Area Networks (WLANs) have becomeeek. The largest study to date, conducted at Dartmouth
common, especially on university and corporate camm 2001 [7/], looked at more than 1700 users over 11

puses, and increasingly in public “Wi-Fi hotspots” aweeks. In this study, we observed over 7000 unique wire-
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less cards over the course of a 17-week trace period. full-time professors. Approximately 3345 undergraduate
In particular, our study extends previous work by extudents lived on campus Fall 2003, and 3233 in Winter
amining trends in behavior of a mature WLAN, and bg004. All undergraduate students are required to own a
examining geographic mobility within a large WLAN forcomputer. Each year, approximately 1,000 undergradu-
the first time. We compare this 2003/4 trace to an earlighe students enter Dartmouth College, and most purchase
trace from Fall 2001, taken shortly after the initial instar computer through the campus computer store. Laptops
lation of our campus WLAN. We found that the workloaéhcreasingly dominate those purchases, making up 45%
has changed significantly since 2001, and is significandfthe total in 2000, 70% in 2001, 88% in 2002, and 97%
different than in other previous studies. We saw new ei-2003. Assuming that students obtaining computers
bedded wireless devices, and new applications sucheigewhere choose laptops in the same proportion, at least
peer-to-peer services and streaming multimedia. 75% of the undergraduates owned laptops at the time of
We next describe the environment of our study, tifir study in Fall 2003. Since summer 2001, all of the lap-
Dartmouth College campus, and then detail our traci@ps that have been offered for purchase have integrated
methodology in SectioB. In Section4 we present and Wireless support. The school of business requires all of its
compare the most interesting characteristics of the dat2&§ students to own wireless laptops.
those taken from an earlier study during the initial WLAN
de_:plo_ymer?t. In Sgctioﬁ we examin_e three particular ap2.1 \oice over IP
plications in detail: peer-to-peer file sharing, streaming
media, and voice over IP. In Sectiénwe analyze some of In the summer of 2003 Dartmouth College began to mi-
the mobility characteristics of the new devices and app@irate its telephone system from a traditional analog Pri-
cations that we observed. Sectidcompares our resultsvate Branch Exchange (PBX) to a Voice over IP (VoIP)
with those of earlier studies, and Sect®draws overall system. A new Cisco VoIP system includes a “Call-
conclusions and lists recommendations for developers ddanager” call processing server, which serves to connect
deployers of wireless network technology. callers and callees, and bridge to the PBX and the local
telephone company. A second, independent VoIP sys-
tem by Vocera serves wearable voice-controlled Wi-Fi
2 The test environment badges; its server connects Vocera callers to other Vocera
users, and bridges to the PBX, CallManager, and tele-

The Dartmouth College campus is compact, with over 1§one company. Note that VoIP is only used for internal
buildings on 200 acres. Every building is wired to thealls; all off-campus calls route to the telephone company.
campus backbone network. Every office, dorm room, and! he VOIP rollout was still underway during this study.
lecture hall, and in some places every seat in a lectlpgentually, all undergraduates will be issued with a free
hall, has wired Ethernet. In 2001, Dartmouth College i§9PY of the Cisco SoftPhone software, although during
stalled 476 Cisco access points (APs) to provide 11 Mbp4r study only approximately 500 licenses had been is-
coverage to nearly the entire campus. Since then, adkyied. Vocera devices are available for rent at subsidized
tional APs have been added to reduce holes in cover&gs- Wired and wireless Cisco VoIP phones are also
and to cover new construction, bringing the current nurdvailable, along with a client for wireless PocketPCs.

ber of APs to 566. Each AP has an indoor range of around

30-40m, so there are several APs in all but the smallesp  Client devices

buildings. Although there was no specific effort to cover

outdoor spaces, the compact campus means that inteR}ce most students own laptops, we expected that most
APs cover most outdoor areas. of the devices on our WLAN are Windows or Macintosh

All APs share the same network name (SSID), allowirlgPtoPs. As the WLAN has matured and a larger variety
wireless clients to roam seamlessly from one AP to aptclient devices has become available, however, we also
other. On the other hand, a building’s APs are connecfe{Pected to see more non-laptop devices on the network.
through a switch or hub to the building’s existing subnet, T0 détermine the types of devices in use, we used the
The 188 buildings with wireless coverage span 115 sigS fingerprinting tool pGf on our tcpdump traces (see
nets, so a wireless client roaming from one building @ection3 for details of our collection infrastructure) to
another will often be forced to obtain a new IP addres3PProximately identify the operating systems used by the
(During the course of this study, Dartmouth College b&€vices associated with a given MAC address. pOf uses
gan to move its WLAN to a small set of separate vLANdlifferences in TCP/IP stacks and implementation flaws
reducing the number of subnets and the chance of rodfd- timestamp values, initial window sizes, ACK values

ing). Lhttp://www.vocera.com
Dartmouth College has about 5500 students and 1213p0f is available fromhttp:/lcamtuf.coredump.cx/pOf.shtml
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Table 1: Devices seen on the wireless network  Figure 1: A normal session begins with an Authentication mes-
Guessed OS/Device Number of MAC addresses  sage and an Association message, followed by optional Reasso-
Windows | 3627 | 50.8% ciation messages, and ends with a Deauthentication message.
MacOS | 1838 | 25.8% E
Unidentified | 1468 | 20.6% -
Vocera 70 0.98%

PalmOS| 41 0.057% “}/ ‘xffjmsocmvs
Cisco 7920 VoIP phone 27 0.038% L o N
Linux 27 0.038% \% %

APT TSIl ' AP2

Dualboot Windows/Linux| 24 0.034% Pl resstoomten
PocketPC 11 0.015% AUTHENTICATED i SSOCIAT;)\\\ \\*\\ : EAUTHENTICATED
Dualboot MacOS/Linux 1 0.00014% ; Fomep | OEAUTHENTIGATED
total | 7134 | 100.0% v Ny s

SYSLOG [< T SESSIONDURATION T T T jﬂh’M’oN - 1 TIME

and TCP options), to derive an OS signature by scanniNgvember 2 to February 28, inclusive.

packet traces, much as nmag) fnd TBIT [10] do. We At the beginning of our trace period, there were 561

chose pOf for its extensive list of OS signatures. APs (APs). Six more APs were installed and one AP was
For each wireless card (MAC address) ever observed@noved during the data collection period, bringing the

our syslog and SNMP traces, we apply pOf to each of f{§al total to 566 APs.

TCP ﬂOWS recorded by our Sniffers‘ If pof guessed a set OfWe used five teChniqueS to collect data about wireless

OSes from the same “genre” (e.g., Windows XP and WiRetwork usage: syslog and DHCP events, SNMP polling,

dows 2000 are both of the genre “Windows”), then we a§Pdump sniffers, and VolP CDR records.

signed that genre to that card. If pOf guessed a set of OSes

that run on the same CPU (e.g., Linux and Windows bofh1  Syslog

run on x86), then we declared that card to be a dual-boot

machine. If pOf guessed OSes that run on different CPV& configured the APs to transmit syslog messages about

(such as MacOS and Windows), then we categorized th& comings and goings of clients. The syslog messages

card as “unknown;” these cards may have been usedffived via UDP at a server in our lab, which recorded

multiple devices, or been in a host emulating another 08em for later analysis. We have been continuously
For cards that pOf could not identify, we looked at th%ollectipg syglog messages since the installation of our

OUI (Organizationally Unique Identifier) of the MAC ad-"WLAN in April 2001. _ _

dress, and if this address matched an “unambiguous” venSYSlog messages were recorded with a timestamp and

dor, we classified the card appropriate to that vendor. W& AP name. Each message contained a client's MAC

define an unambiguous vendor as one that does not mafifiress and the type of message (Fig)reWe use the

facture standalone 802.11 NICs that could be inserted i§&ne methodology as in our previous studly |

multiple devices. For instance, Vocera is an unambiguofisthenticated. Before a card may use the network, it

vendor, because the only devices with a Vocera OUI areist authenticate. We ignore this message.

the Vocera 802.11b badges. Associated. After authentication, a card chooses an AP

Tablel shows that, unsurprisingly, Windows machinggithin range and associates with it; all traffic to and from
were most common, representing over 64% of the 56 card goes through that AP.

identified MAC addresses (the 1468 unknown entries rep- ; . .
. ... Reassociated.The card monitors periodic beacons from
resent MAC addresses that we did not see on our sniffefs .
. . o e APs and, based on signal strength or other factors,
or for which we obtained several conflicting guesses). We ; : .
2o may choose to reassociate with another AP. This feature

also saw a large number of MacOS machines: 32% of our .

identifiable clients. Linux users made up atiny pro ortidﬁ not present in all cards, and some cards always asso-
: P Y Proportioll ;e rather than reassociate (further discussion of this be-

gggugopzoglilgg :S ;zgr\%ﬂf rdeeii;lpersoxmately 150 embe aviour can be found in our previous stud{)|
' ' Roamed. When a card reassociates with a new AP, the
new AP broadcasts that fact on the Ethernet; upon receipt,
3 Trace collection the old AP emits a syslog “Roamed” message. We ignore
these messages.

In this paper we focus on data collected during the Falisassociated.When the card no longer needs the net-
2003 and Winter 2004 terms, a 17 week period fromork, it disassociates with its current AP. We found that



these messages were rare, and most disassociate messgtes packets and errors. Al of the SNMP counters
do not report a successful disassociate, but rather inttiat we query have only 32 bits, and it was necessary to
cate an error with a card, e.g., an attempt to use an Adhsider counter roll-over when analyzing the retrieved
with which they are not associated, or to use WEP (Wiredlues. For most polls we consider the difference between
Equivalent Privacy) encryption on an AP with no WEP. the result of the current poll and the previous poll. For the

Deauthenticated. While it is possible for the card to re-Purposes of counting traffic, however, we ignore the result
quest deauthentication, this almost never happened in Bufhree instances: a) when the time between successful
log. Normally, the associated AP deauthenticates the cRRIIS iS more than 12 minutes (twice the polling interval
after 30 minutes of inactivity. For a widely roaming card?lus a little slack); b) when the resulting number of bytes
it is common to see several deauthentication messad%@f‘ore than the wireless interface could have sent or re-
one from each subnet visited in the session, and we §§ived in the time since the last poll; c) when the AP's
nore all but the message from the most recent AP. We aitfime is lower than that at the previous poll (indicating

saw deauthenticate error messages similar to those for 8igeset or a roll-over in the uptime counter). In the first

associations. case, the AP was unreachable for more than one poll, and
. . we were unsure how many times the counter may have
Our wireless network requires no MAC or IP layer au- . . .
thentication. Any card can associate with any AP on carrr?-”ed during those m'SSEd polis. In the ;econd and third
pus, and request an IP address via DHCP. Due to the ISERES: the AP (and its counters) were likely reset due to

of authentication, we do not know the identity of any Orpalntenance or a power failure.

the clients in our traces. We have chosen to equate a MACBec_ause the SNMP records contain a list .Of the ?afds
q 35, ociated with the AP at each poll, we combined this in-

dd ith a singl . Although h . ) . . .
?nultriZISs (V;V;r d: Scl)rr]ic?;:(iecr ards ;L;(‘;’/ bSeOST]Z;JeS de rbsymn?glti ?ématlon with the list of MAC addresses obtained via the

users, we believe that this behavior is rare, and through%iﬁ?loq messages. This allowed us to create a maser list

all of the client MAC addresses seen on our wireless
etwork during our trace. We used this list to identify
Iereless packets within the tcpdump traces.
We have two holes in our SNMP data: one week during
Christmas break, when we disabled our SNMP poller
'aid some central network maintenance, and one day in
aebruary, where network problems on our poller caused
gﬁ_ény polls to fail (we discarded all data from this day).

this paper we use the term “card” for precision, althou
with the intention that cards approximate users.
Unfortunately we have three holes in our syslog a
DHCP traces due to failures in the central campus sysl
daemon. Two of the holes are just under four hours lor} )
and the third is 43 hours long. For the purposes of cal
lating the length of a user’s session from our syslog da
we end a session when we see one of these three hole

3.2 DHCP 3.4 Ethernet sniffers

Both our wired and wireless network use the Dynamidhe syslog, DHCP and SNMP logs provided us with high-
Host Configuration Protocol (DHCP) to allocate IP adevel information about the number of clients, the amount
dresses. Most wireless clients use DHCP due to the lagjdraffic and their location on the wireless network.
number of subnets on the wireless network. We collecteddue to the volume of traffic on the wireless network, it
the logs of the campus central DHCP server, which a¥as impractical to capture all the traffic. Moreover, the
locates addresses for the entire campus network, excgpicture of our network, with several subnets, meant that
for the Computer Science and Engineering Departmerifigre was no convenient central point for capturing wire-

which maintain their own DHCP servers. less traffic. Instead, we installed 18 network “sniffers” in
14 different buildings; in some large buildings such as the
3.3 SNMP main library, we needed more than one sniffer to moni-

tor all of the APs in that building. The 14 buildings were
We used the Simple Network Management Protocamong the most popular wireless locations in 2001, and
(SNMP) to poll all of the APs every five minutes. Eackncluded libraries, dormitories, academic departments and
poll retrieved values for both AP-specific and clienbuildings used for social activities such as eating and arts
specific counters. The AP-specific variables included teeents. In total, our 18 sniffers covered 121 APs.
number of inbound and outbound bytes, packets and erEach sniffer was a Linux box running tcpdump in
rors, the number of client stations that were associatedpoomiscuous mode, listening to the Ethernet on the wired
had recently associated with a given AP, and the speedsinfe of the APs. Thus we captured any wireless traffic
the AP’s wireless interface. Client-specific variables ithat came through that AP and its wired interface, even
cluded the client's MAC and IP addresses, signal strengthffic between APs. We could not capture any traffic be-
and quality, and the number of inbound and outbouhgeen two clients associated with the same AP, as these



packets would not be sent via the AP’s wired interfadebound: Traffic sent by the AP to the card.
(this traffic is included in the SNMP counters and thus OWuthound: Traffic sent by the card to the AP,

total traffic statistics), but we believe this occurred rarely. A note about the timestamps in the syslog. Although

the messages may be delayed or reordered as they pass
3.5 VoIP CDR data through the campus network to our server, the delays are

small relative to our timestamp granularity (one second)
To understand the usage of our campus VoIP system, We any reordering that affects causality should be rare. It

configured the Cisco CallManager server to export fi€gjticy it to quantify the effect of any possible timestamp

details of every VoIP telephone call. These Call Detgilyrgering, but we believe that these occurrences are rare
Records (CDR) include the time and duration of the call; the context of our large trace.

the caller's number, the called and final number (the lat-

ter represents the final reached number, for instance, if a

call is diverted to voicemail), the name of the caller ar®, 7  Defining mobility

callee as registered in the CallManager system, their IP

addresses, and the reasons for call termination (e.g, a Wge-are interested in the mobility of a user’s session; that

mal hang-up, a diverted call, and so forth). Unfortunatebg, how often, and how far, a user moves during a given

the records contain no data about call quality. session. Above, we say that a card “roams” when it
We have a nine-day hole at the beginning of our collegwitches APs; we say that a session containing one or

tion period caused by delays in configuring the CallManiore roams is &aming sessiomnd a card involved in

ager server. We do not have logs from the Vocera serv@ig or more roaming sessions ibamer card

so we have no record of Vocera-Vocera calls, or Vocera-We cannot directly measure usegiysicalmobility;

phone calls unless they involve a VolP phone and ware must infer it from their roaming pattern. Unfortu-

logged by the CallManager. nately, roaming does not imply physical motion; we of-

ten saw cards associate with one AP, and then disassoci-

- ate and reassociate with another nearby AP many times in

3.6 Definitions succession. Although in previous work we have defined

One goal of this study is to understand user behavior. \Bemobile session” as one in which the card visited APs
imagine user “sessions” in which a user (card) joins ttf@more than one building7], we found that a stationary
network, uses the network, possibly roams to other AR&rd may roam back and forth between APs in different
and leaves the network. We use the following definitionguildings.
Card: A wireless NIC, identified by MAC address. We define amppile ses§iom be one whose diamet_er s

_ o _ ) larger than a minimum siz®. Thediameterof a session
Active Card: A card that is involved in a session (Seg the maximum horizontal distance between any two APs
below), during a given time period or at a given place. ;isjted during the sessichWe used a detailed map of the
Session: A session consists of an associate event, f@ampus to determine the position of each ARote that
lowed by zero or more roam events, and ends with a dige consider all pairs of APs, not simply the first and last
sassociate or deauthenticate event (FighyreWe inter- AP, because a session may wander far, only to loop back to
pret an Associate or Reassociate message that occurs so@start by the end of the session. Nor do we consider the
after any previous event for that card to indicate a roagiistance of each roam in the session, because a user can
rather than the start of a new sesston. walk across campus, making short hops from AP to AP.
Roam: A card switches APs within a session, identifielfo" d0 we consider the sum of the distances of each roam
infhe session, because a stationary user can hop back and

by a Reassociate message to a new AP, or by an Assod

message that is treated as a roam (as described abovelPrth between nearby APs many times. Fig@rshows a

We use the conventional card-oriented definitions of “ir?ESSion yvhere a user startSaatv@sits b andc, and ends
and “out” [7, 13):4 the session associateddo Even if ab, bec, cd andda are

all shorter thanD, this session is a mobile sessiomif
8“Soon” means within 30 seconds. Some cards never send Reassotibd are longer tharD. Intuitively, the session diameter
ate messages, but only send Associate messages. Itis difficult to idenfiffficates the size of the area in which the user wandered

precisely which of these Associate messages should define a new @cgs that . A di ved bil L
sion,” and which really represent a roam within the current session. nng that session. A card involved a mobile session 1s a

chose 30 seconds, under the assumption that anything shorter is certd@bile card.
not a new “session” in the eyes of the user.

4 If a sniffer sees a frame with a wireless souarel destination, we 5We ignore the altitude of the APs; our campus is relatively flat.
counted it as “inbound,” rather than double-counting it as inbound and 8Some APs were located off the map, e.g., off-campus graduate hous-
outbound. In the SNMP analysis, we believe the AP counted such traffig or athletics facilities. We ignored the few (5%) sessions that visit
twice. In practice, such frames were rare. these APs when calculating mobility.




Figure 2: A session with many small hops may be erroneoushkigure 3: [syslog] Number of active cards per week. Note
considered non-mobile, if all the inter-AP distances are less ththat this graph is derived from ongoing continuous data moni-
our thresholdD. Similarly a mobile session may be consideretbring from April 2001, whereas in most of this paper we only
non-mobile if the distance between the start and end of a sesgl@tuss two traces from Fall 2001 and 2003/4. The vertical grid
is shorter tharD. Instead, we say a session is mobile if its madines indicate our two trace periods.
imum inter-AP distance (the “session diameter”) excelds 2001 2003/4
— 4500 T T
@ 4000 -
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seum. Athletic facilities with wireless APs include skat-
ing rinks, football fields, boathouses and a ski area.

. S . 4.1 Clients
Cisco specifications for our APs indicate that indoor

and outdoor range at 11 Mbps can be up to 39.6m ayMg are interested in understanding changes in the number
244m respectively. Almost all of our campus APs are |@f users on our WLAN. Has the population grown? Have
cated inside buildings, although their range may exteHgage patterns changed? Where do users visit?

to outdoor areas. An appropriate threshold would thus bee user population increasedrigure3 shows the num-
slightly greater than the indoor range. After some mand@r of unique cards that have associated with an AP on
experimentation and studying the syslog records of clietgr WLAN each week, since the installation of the net-

that we knew to be non-mobile, we chaBe=50m. work in April 2001. As each new incoming class arrives
equipped with wireless laptops, and the outgoing non-

wireless classes leave, the number of clients has grown
4 ChangeS steadily. The short dips represent Christmas and Spring
breaks, while the longer dips are summer terms, when

Our data collection resulted in an extremely large datadetyer students are on campus.
and it is impossible to present all of the interesting char-Figure4 shows our two trace periods in further detail.
acteristics of this data in this paper. Over the 17 weeksTie dip in Figure4(a) in late November indicates the
our trace we saw 7134 unique cards associate with an ARanksgiving holiday, and the two week dip in late De-
We received 32,742,757 syslog messages and 34,053 &ber indicates the Christmas break, when most students
DHCP messages, conducted 16,868,747 SNMP polls amdl faculty were not on campus. We can again see that the
sniffed 4.6TB of data. population has increased dramatically. In the 2001 trace,

In this section we analyze some of the general charéiese WLAN was still new, and consequently the population
teristics of our dataset, and compare this dataset to dagitaws over time, from around 800 cards per day to 1000
collected in Fall 2001, shortly after installation of theards by December 2001. In the 2003/4 trace, we saw
WLAN. For each figure or table, we identify the dat8000-3500 cards every day. There are slightly fewer cards
source as one or more of [syslog], [DHCP], [SNMP], [tcdn the Winter term (Jan—Feb 2004), which may reflect the
dump] or [CDR]. We first look at some of the overalsmaller student population that term. In both traces, about
changes in the client population, and then changes in tradf of the population is active on a given day.
traffic mix. Roaming increasedThe proportion of mobile and roam-

We summarize the 566 APs by dividing them into siig cards (Figured) increased from approximately one-
categories depending on the type of building in which thélgird in 2001, to one-half of the cards in 2003/4.
are located: 221 residential, 147 academic, 72 administissage remained diurnal As might be expected from an
tive, 59 library, 45 social and 22 athletic. The residentiatademic campus where most students and some staff live
buildings include undergraduate dormitories, fraternitiesn campus, we see diurnal usage patterns in Figubet
sororities, business school and faculty housing. Socisage does not drop to zero during the night. These diur-
buildings include dining areas, an arts center and a mmal patterns have not changed significantly— usage peaks



Figure 4:[syslog]Number of active, mobile, and roamer cards per dayA date’s data appears to the right of its tick-mark.
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Figure 5:[syslog] Number of active, mobile, or roamer cards per weekday.The curve shows the mean, while the bars show
standard deviation. The three curves are slightly offset so the bars are distinguishable.
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Figure 6:[syslog]Number of active cards per hour. The number of active cards for each hour of the day, separately for weekdays
and weekends. The curve shows the mean, while the bars show standard deviation. The two curves are slightly offset so the bars
are distinguishable.
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The busiest types of building remained the sanvge see

in Figure12 that academic buildings and libraries contin-
ued to see the largest population of cards. This result is
not surprising, given that these are communal areas vis-
ited by many, if not most, students.

Residences continued to generate the most traffieig-
uresl3andl4indicate that residential buildings remained
the most active, in terms of traffic per building and per AP.
The ordering of the less popular categories (social, admin-
strative, and athletic buildings) changed, but the majority
of wireless network traffic continued to occur in residen-
tial, academic and library buildings.

Figure 8:Quantile-Quantile plot, average time per day per
user.
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In this section we look at traffic changes on our WLAN.

in the afternoon, and usage drops from midnight to 6 a.@verall traffic increased. Unsurprisingly, given the in-
The proportion of cards that remain active overnight hgggased population, we saw an increase in the daily
risen, most likely due to devices left on overnight. amount of traffic, with peaks of over 400GB in 2003/4,
The proportion of heavy users remained statigigure7 compared to 150-250GB in 2001 (Figutg). The in-
shows the distribution of the average time spent per defgase in traffic is proportionally smaller than the increase
by a card on the network. This distribution is almost lirin clients, however, and the average daily traffic per card
ear. Surprisingly, the distribution hardly changed betwebas fallen from 87.0MB in 2001 to 77.8MB in 2003/4.
2001 and 2003/4.  This is confirmed by looking at &he average proportion of inbound traffic remained simi-
quantile-quantile plot (Figurg). Although our user pop- lar, though: 65.1% in 2001 and 68.0% in 2003/4.
ulation grew significantly, the proportion of heavy users We now consider the destination of traffic (on- or off-
(those who spend a long time on the network each d&ampus) and the applications used. To determine the ap-
remained constant. Similarly, the distribution of the aveplications, we compared the TCP or UDP port number to
age number of active days per week per card has showgustomized “services” file, based on the IANA assigned
little change (Figur®). list of applications, but which contains several changes
AP utilization increased. In Figure 10 we examine the and additions to include well-known applications that lack
number of APs that see a user association each day. @ssigned numbers, such as games, peer-to-peer applica-
network has grown from 476 APs in 2001 to 566 APs téions and malware.
day (Figure1l0(b) includes data from only 430 APs that To identify Cisco VoIP traffic, which typically uses
reported syslog records). The average percentage ofragidomly assigned port numbers, we identified SCCP
tive APs has risen from 66.4% to 76.4%, despite the quill setup packets directed to and from the CallManager
Christmas break in our 2003/4 trace. Interestingly, tiservers, and parsed the SCCP headers in these packets
number of active APs during the Christmas break do&sdetermine the host addresses and ports for each call.
not decrease by the same proportion as the number of Sitice the Vocera VolP traffic is sent via one central server,
tive cards (Figured(a). Many of the cards that we seeave classify all UDP traffic within the Vocera default port
during the break may have been devices that are alwagsge of 5300 to 5400 sent to and from this server as VoIP.
left turned on, and it appears that these are widely dis-The port numbers that we saw represented thousands
tributed across campus. The fact that the proportion of aé-different applications. To better visualize and summa-
tive APs has increased may indicate that the 136 new Afze the data, we grouped the applications by type. We
have been added to locations that not only lacked covkased our groupings on the SLAC NetFlow monitoring
age, but locations where potential wireless users existptbject B]. We modified these categories and added some
It may also be a function of the increased density of agfthe most popular applications that we observed on cam-
tive users: in 2001 we had 476 APs serving approximatglys. The categories and respective applications are dis-
800 clients (1.7 clients/AP), and in 2003/4 there were 5played in Tabl&. Two of the applications listed need fur-
APs for around 3500 clients (6.2 clients/AP). ther explanation as they are not in common use on the In-
Figures 12-14 illustrate the most popular locationgernet: DND is a locally-developed directory service, and
on campus. The AP and building names have beBlitzMail is a locally-developed e-mail and news applica-
anonymized with a name indicating the building’s typdion, which is heavily used by most students and staff.
e.g., “ResBIldgl” is a residential building. The applications used on the network changed signifi-



Figure 7:[Syslog] Average active time per day per user, distribution across usersOnly days where a user is active on the
network are considered.
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Figure 9:[Syslog]Average active days per week per user, distribution across users.
(a) Fall/Winter 2003/4 (b) Fall 2001
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Figure 10:[syslog]Number of active APs per day.The y-axis range is from 0 to the total number of APs.
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Figure 11:[syslog]Number of active cards per building, for the ten most popular buildings.Ranked by the number of unique
cards visiting that building, over the whole trace.
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Figure 12:[syslog]Maximum cards per hour, for the busiest buildings. Ranked by their busiest hour (in terms of active cards).

(a) Fall/Winter 2003/4 (b) Fall 2001
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Figure 13:[SNMP] Average daily traffic (GB), for the busiest APs.Ranked by daily traffic.
(a) Fall/Winter 2003/4 (b) Fall 2001
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Figure 14:[SNMP] Average daily traffic (GB), by category.
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Figure 15:[SNMP] Daily traffic (GB) . A date’s bar appears to the right of its tick-mark. Gaps in the plot represent holes in our

data.
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Figure 16:[SNMP] Average daily traffic per AP (GB), for the busiest buildings. Ranked by daily traffic, per AP.
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Figure 17:[tcpdump]Total traffic (GB), by TCP or UDP protocol. There was 4738GB traffic in total in 2003/4, and 241GB in
2001.

(a) Fall/Winter 2003/4 (b) Fall 2001
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most as many filesystem packets as web packets, which
is surprising since we expect that most filesystem con-
Bulk TP, NS, AFS, backup nectllons mvgl\k/]e IargeMd_?LtJa fges, rzimd ;;]ackr(‘ats éwth lengths
database | Oracle, PostgreSQL, SQLnet nearing an Ethernet . On the other hand, our cam-
IRC, AIM, iChat, klogin, rlogin, ssh, telnet pus was hit hard by several worms, including Welchia and

Table 2: Classification of applications
Category | Applications

interactive
mail POP, SMTP, IMAP, NNTP, BlitzMail Blaster, during the trace period. Such worms often use the
p2p DirectConnect, eDonkey, Gnutella, Kazaa, Microsoft file-sharing pOftS to propagate, and could be a

BitTorrent, Napster/OpenNap cause of the small packets. To minimize the possibility of
services | X11, DNS, finger, ident, DND, Kerberog, misclassifying legitimate Windows filesystem traffic, we
_ LDAP, NTP, printer, Rendezvous/ZeroConf  do not attempt to distinguish worm traffic.
filesystem | SMB/CIFS, NetBIOS, AppleShare Traffic destinations changed Figure 19 shows the pro-
streaming | RealAudio, QuickTime, ShoutCast, RTSP | portion of near (on-campus) traffic to far (remote, off-
voip ﬁllr_s;:gc'_'awlfsnager, SCCP, Vocera campus) traffic. In 2001, off-campus traffic made up
WWwW ' N 64.5% of the total bytes seen on the WLAN. In 2003/4 this
unknown | All unnamed and unidentified ports . . .

situation reversed, and off-campus traffic only represented
30.4% of the traffic. This reversal may be explained by
the shift from a web-dominated workload in 2001 to a

cantly. Figure 17 shows the total amount of traffic Ob_PZP-dommated workload in 2_003/4,_due to_ heavy_ local
eer-to-peer usage, as we discuss in Sedi@n This

served to (inbound) and from (outbound) hosts on tﬁ]ﬁift came very soon after the installation of our campus
WLAN. Note that both plots show only traffic observe LAN. and wa)lls also noticed in earlier studidg [ P

at our sniffers, which covered 121 out of 566 APs in '

2003/4, and 22 out of 476 APs in 2001. Also note that Fig-

urel7(b)does not contain a bar for VoIP, since this data%t Specific applications

predates the installation of the VoIP system. Web traffic

(marked www) decreased significantly, from 62.9% of thg section4, we present the changes that we have seen
traffic in 2001, to 28.6% in 2003/4. Three types of applin WLAN usage, and note significant increases in the
cation saw the largest increases: P2P (from 5.2% in 208hount of peer-to-peer and streaming multimedia traffic.

to 19.3% in 2003/4), filesystems (from 5.3% to 21.5%y, this section we analyze these applications in more de-
and streaming (from 0.9% to 4.6%). We saw 5.16GB gj|. We begin with a look at VoIP usage.
VoIP traffic, representing 0.2% of the total traffic.

Traffic was distributed across building typesigure 18 51 VolP

shows the total number gfacketsseen on our sniffers,

aggregated by both application and building type. No€ur primary VolP usage data came from the CDR records
that there are only four building categories listed, as weovided by the CallManager, which provided data for
did not place any sniffers in Administrative or Athletidoth wired and wireless users. For Vocera users, we only
buildings. In 2001 the bulk of the web and P2P traffic wdsad data for calls between Vocera devices and Cisco VolP
located in residences. In 2003/4, traffic was more evenlgers. Vocera to Vocera calls are handled by the Vocera
distributed across different types of buildings. We saw alerver itself, for which we had no logs.
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Figure 18:[tcpdump]Total traffic (packets), by TCP or UDP protocol.

(a) Fall/Winter 2003/4

database
voip

bulk
interactive
sireaming
services
mail
unknown
p2p
filesystem

www

Il Academic
I Library |
[ Residential

1 Social 1

Figure 19:[tcpdump]Proportion of near and far traffic.
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Table 3: VoIP devices

Device Count

Wired Cisco VolIP telephone | 80
Wireless Cisco VolIP telephong 20

Cisco SoftPhone 86
Telesym PocketPC SoftPhone 6
Total 192

“Near” traffic is to or fromhidden.edu

Figure 20:[CDR] Calls made by wired and wireless devices
over time. The wireless curve is much smaller than the wired

curve.

As a Cisco SoftPhone user could be wired or wireless,
depending on the network connection of the user’s host
when the call is made, we used our SNMP data to deter-
mine whether a particular call was made on the wired or
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wireless network. If the IP address listed in a CDR reCOWer our monitoring period_ We again see two d|ps for
was seen as a client in an SNMP poll during the time q’hanksgiving and Christmas break.
this call, we consider it to be a wireless call. VoIP usage mirrors general network usag&olP usage
Table3 lists the number of devices that made a call dugshows diurnal patterns (Figugd), and these are similar
ing our trace period. It appears that some devices, whitethose for overall WLAN usage (FiguB.
active on the network, made no calls at all during the trageIP population was staticThe number of regular VolP
period, and so there are discrepancies with the total nuers shows little growth over the course of our trace (Fig-
ber of devices listed in Table We do not know the num- yre 22). We again see two dips for Thanksgiving and
ber of Vocera devices that made a call, as they all appeairistmas break. The total number of calls made each
with the same identifier in the CallManager logs. day also showed similar static levels.
Figure 20 shows the number of calls made each da¥lP users made short calls.We found that the me-
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Figure 21:[CDR] Number of calls made by hour. The line ool - e Wied —— |
shows the mean, and the bars show standard deviation. The val-  os| . yetess
ues are slightly offset so that the bars are distinguishable. The 07

wireless curve is on the bottom.
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Figure 22:[CDR] Number of devices that made a call each
day. The wireless curve is much smaller than the wired curve.
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Figure 23:[CDR] CCDF (Complementary Cumulative Dis-
tribution Function) of call duration. We only consider calls of listed as “p2p”
duration> 1 second anel 6 hours. Note that the axes are on Hons Isted as “p2p

logarithmic scale.
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Figure 24:[CDR] Distribution of the number of calls made
by a VolP device.
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dian call duration was 41 seconds (Fig@®. For calls
from wired devices, the median duration was 42 seconds,
whereas for wireless devices, the median duration was 31
seconds. A Kolmogorov-Smirnov test indicates that the
difference in distributions is insignificant.

Wireless users made fewer calluring our trace, we
observed that wired devices tended to make more calls
than wireless devices (Figugsl). Many wireless devices
were only used once or twice, or not at all. Unfortunately,
we lack detailed QoS data, but this low usage may be due
to the problems of delivering VoIP in 802.11b networks.
VoIP calls were long-distancelust over half of our VoIP
calls, both wired and wireless, were made to long-distance
destinations (Tabld). Campus and local calls were the
next most popular destinations. This skew may be an ef-
fect of a recent decision by our network adminstrators to
make all domestic telephone calls free to the end-user.

5.2 Peer-to-peer applications

Peer-to-peer (P2P) traffic increased from 5.3% of the total
traffic in 2001 to 19.3% in 2003/4. The absolute increase
was from 9.7GB to 548.8GB, although we had fewer snif-
fers installed for our 2001 trace. We saw 0.4GB of P2P
traffic per sniffer in 2001, and 4.5GB in 2003/4. In this
section, we analyze the P2P file sharing that we observed
on our WLAN. Note that we only consider the applica-
in Tabl@, and not filesystems such
as SMBJ/CIFS.

Wireless P2P users both downloaded and uploaded files.
Figure25 shows that the most popular P2P application on
our WLAN was “DirectConnect”. This P2P application
differs from many others in that it enforces sharing: to
connect to a DirectConnect “hub”, a client has to be will-
ing to offer a hub-specific amount of files to share with
other users. Thus we did not see the general free-riding
behavior seen in other P2P populations, where most users
download files and only a few users share and upldad [
Surprisingly, with another P2P application, Kazaa, which
does not enforce sharing, we saw more outbound than in-
bound traffic. The reasons for this result are unclear, but
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Table 4: VoIP calls, by destination

Destination Total Wired Wireless
Campus 2385 (17.6%) 2122 (16.9%) | 263 (26.4%)
Local 1574 (11.6%) 1461 (11.6%) | 113 (11.3%)
Regional 844 (6.2%) 759 (6.0%) 85 (8.5%)
Long-distance| 7515 (55.4%) 7003 (55.7%) | 512 (51.3%)
411/911 7 (0.05%) 7 (0.06%) 0 (0.00%)
Voicemail 1242 (9.2%) 1217 (9.7%) 25 (2.5%)
Total 13567 (100.0%) | 12569 (100.0%) | 998 (100.0%)

Figure 25:[tcpdump]Total P2P traffic (GB), by TCP or UDP
protocol.
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it may be the presence of a packet shaper on our border
router. This packet shaper limited the bandwidth for ap- o 0w w0 4 s w0 70 s 0
plications on certain ports, and it may have been config- Percent of wireless P2P IP trific

ured to only limit Kazaa downloaders (inbound traffic).

Peer-to-peer traffic was predominantly internal2.7%

of the wireless P2P traffic was between on-campus hosts

(Figure26). This situation may be specific to our campus

however, due to our packet shaper. The outbound remote

traffic that we do see is mainly Kazaa traffic.

A few users were responsible for most of the P2P

throughput. Examining the extremes of Figug¥ shows

that a small number of cards send and receive a large

amount of P2P data. In fact, of the 147 cards that S?—W ure 27:[tcpdump]CCDF of traffic per card by P2P users.

0
mhore thaln 1MB of P2P traﬁlcb? rfnere 10;§;dsf(6h8 /aﬁards that saw less than 1MB are ignored. Note that the axes are
the population) were responsible for over o of the tragj;, a logarithmic scale.

fic. This behavior has been observed elsewhkt | )

5.3 Streaming media

01

P[X>X]

The proportion of wireless streaming audio/video traffic
increased by 405% between 2001 and 2003/4, and we saw
over 129GB of streaming traffic in our 2003/4 trace.

Most, but not all, streaming media was inboundrig-

ure 28 shows that this traffic was made up mainly of two %001 001 o1 1 10
applications: iTunes and RealAudio. Most of the stream- = ratle ransmied per card (G5

ing traffic was inbound: applications such as RealAudio

and Quicktime are intended for large streaming media op-

erators such as news websites, and thus there tend to be

a few servers, and such servers are rarely wireless lap-
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Figure 28:[tcpdump]Total streaming traffic (GB), by TCP
or UDP protocol.
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tops. The exception is iTunes, which is designed to allow " Pecemotwireess sreaming Puatic
iTunes users to easily stream music between each other.

Thus we see that some wireless cards were sharing their

iTunes music with other clients, and 28% of the iTunes

traffic was outbound.

Most streaming traffic was within campusWe see that

most (79.56%) of the streaming traffic was to or from

hosts on campus (Figur29). This may be surprising

given the number of mainstream off-campus websites tffdgure 30:[syslog]Fraction of time that users spend at their
offer streaming audio and video. Within our campu§ome location, by device.

however, streaming media is used heavily for teaching, 0; [ ‘ ‘ Al devices
e.g., in language courses, and this content may account s} VolP deviees
for much of the on-campus traffic. By default, iTunes will o7t
only stream music to users on the same subnet, and hence 22 I
almost all of the iTunes outbound traffic is on-campus. 0l

03 - Values below 0.5 indicate

02 no home location

g 0.1 |
6 Mobility ) ‘ ‘ ‘ ‘
0 0.2 0.4 0.6 0.8 1

Fraction of time
In this section we analyze the mobility of the users in our
trace. We only used the syslog records for mobility anal-
ysis, as they contain the most detailed and comprehensive
record of user location.
Users spent almost all their time in their home location.
Figure 30 indicates the amount of time that a user spent
at their “home location.” We base our definition of home
location on that of Balazinska and Cast8 vho choose Figure 31:[syslog]Fraction of time that users spend at their
the AP at which a client spent more than 50% of their tota@me location, by the bU”dlﬂg type of their home location.

time on the network. We modify this definition, however, ol ‘ Aoaderic

to account for our 50m session diameter. For each card, 08| et
we find all the APs with which they associated over the o7t

course of our trace. Using our syslog data, we take the ol esiden(®

05 | Socjal \ A
\ \/)

AP where they spend the most time associated, and con- .| \ Library

sider all APs within 50m of this to represent the card’s 03 Values bolow 05 indicate ‘ \ ,

home location. Like Balazinska and Castro, we do not ! e
consider users who spend less than 50% of their time at o ‘ e | Aok
APs in their home location, due to the difficulty of accu- ’ ° acton ot ime. ° 1

rately determining a “home” for such users. Thus, only
the right half of Figure81is meaningful.
We have dramatically different results than Balazinska
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Figure 32: [syslog] Probability distribution of prevalence Figure 33: [syslog] CCDF of user persistence values.We

values for all buildings. Zero-values are discarded. show values calculated using our session diameter metric and
persistence on a per-AP basis for comparison. Note that both
axes are on a logarithmic scale.
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whenever a user visits a new AP, we calculate the session

dc ho found that 50% of thei 6 diameter of this list of APs, and if the diameter is greater
an a.stro,lw 0 foun that 700 their users ;per_lt Ql{&n 50m, we output a persistence value and clear the list.
of the time in their home location. Our population is far he line in Figure33 marked0.92/z is the line of best
S 0 . .
fos; m](c)tbr:Ie. 95.1% of ourduggrigavfetﬂ hp:pe Iotc}j‘]atlon,_rqﬂ rom [3]. It is clear that our data is different, and that
70 OTTNOSE USETS Spen /70 ot IneIrime there. Ws?ers tended to remain in a single location for longer. This
striking dlfferer_we was only partly due_to our redem't'oﬂiﬁerence may be due, however, to our redefinition of “lo-
.Of thomilgcat'o?]' I V\lle fotl_low Balatz_lllnfska grt]: (t:g%(g/s%ftion" to match our notion of a session diameter. In Fig-
justone A= as ahome location, we stil found that 597 Be 33 \ve have also calculated persistence as originally
our users spend 74.0% of their time associated with a Si&ined (the line marked “All locations (by AP)"). These
é{sistence values are lower, as they include roams within

m diameter that may not be due to physical mobility.

gle AP. This result seems surprising, as Balazinska
Castro study a corporate campus, and one might ex 2
hlghe_r mability on an academic campus, with Studerﬁfonetheless, they are still far higher than the values for
traveling between classes. On the other hand, our tr%gg

covers residential users, who spend more time in theyr, porate users. Our users move less often.
. S P . Bffferent devices traveled more widelfigure34 shows
home location, especially if devices are left switched

. . . e total number of APs visited by a device, over the
overnight. Figure31 shows that those users with a hom ourse of our trace. The median number of APs visited by

locationin a §00|al or I|brar3_/ buﬂgllng s_pent_less time th.eréeuser has risen from 9in 2001 to 12 in 2003/4. In general,
than those with home locations in residential, academic,rf . L

- . - OIP devices visited the largest number of APs, because
administrative buildings.

) these devices are “always on” and ready to receive a call.
Our results may also differ from the corporate data by s a \oIP device is likely to associate with almost every
cause we use syslog records, with a one-second timesta(pinat its owner passes, whereas a laptop will only asso-

resolution, whereas Balazinska and Castro use SNMBye with those APs where a user stops, opens the laptop
with a five-minute poll period. Their use of five-minute,q connects to the network.

intervals led them to overestimate the time spent at a 10-p gimilar effect can be seen in Figuss, which shows

cation (missing all short-term stays), and thus the two Sgi§, session diameter for different types of devices. The

of results differ further. always-on VoIP devices tend to travel further than laptops
Prevalence indicates the time that a user spends oand PDAs.

given AP, as a fraction of the total amount of time thaifferent devices had different session characteristics.
they spend on the network][ Figure32again shows that Some of the mobility differences between devices can be
our users were less mobile (had lower prevalence) thafributed to the different session types for different de-
corporate users: the dashed line in Fig8&represents vices. Figure36 shows the distribution of session du-
the line of best fit for the corporate daté.[ rations for different types of devices. As many sessions
Users persisted at a single location for longeAnother lasted almost the length of our trace period (stationary de-
metric for demonstrating mobility is user persistence: tiwices that were never switched off), the inset plot shows
amount of time that a user stays associated with an AP Hesse durations of less than one hour for clarity. PDAs,
fore moving on to the next AP or leaving the netwoBk [ shown in the leftmost curve, have much shorter durations
We again consider persistence using our 50m sessiontkhan other types of devices. These short sessions are due
ameter. We keep a list of all the APs that a user visits; the way a PDA is used: kept in a pocket until needed,
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Figure 34:[syslog]Distribution of the number of APs visited

by a user.
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Figure 37:[syslog]Session diameter, distribution across ses-
sions, by application. The vertical dashed line indicates 50m,
our threshold for a mobile session.
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and switched on sporadically for short periods of time to
access information. Always-on devices, however, are al-
ready becoming more common on our campus; indeed,
PDAs and laptops are becoming always-on as they are
used as VoIP clients. The session behavior that we show
here for VoIP devices may thus be a broader indicator of
future usage trends.

Figure 35:[syslog]Session diameter, distribution across ses- Different applications had different mobility character-
sions, by device. The vertical dashed line indicates 50m, ouistics. In Section5 we focus on three of the newest wire-
threshold for a mobile session.
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Figure 36:[syslog] Session duration, distribution across ses-
sions, by deviceThe inset plot shows duratiors one hour.
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less applications: VoIP, P2P, and streaming media. In Fig-
ure37we look at the distance traveled during a VoIP, P2P,
or streaming session. We classify a session as contain-
ing a given application if, during that session, a host was
seen by one of our sniffers, and was seen to send or re-
ceive traffic of that application category. We again see
that VoIP sessions tend to travel further. Streaming ses-
sions were less mobile than P2P sessions, perhaps because
a streaming video application tends to involve active user
participation, and so mobility is impeded by the need to
continuously look at a device. A P2P application, how-
ever, can run in the background; a user could easily share
files while moving, perhaps with a laptop left in a bag
while connected to the network.

7 Related work

Our study is the largest and most comprehensive charac-
terization of WLAN users to date. One of the earliest
large-scale analyses of wireless-network usage was con-
ducted by Tang and Baker in 1999, who examined 24,773
users of the Ricochet network, a wireless metropolitan-
area network servicelfl], over seven weeks. Given the
nature of the data available, their analysis focuses on ses-
sion behavior and client mobility, defining mobility as
movement between ‘poletops’ (the Ricochet equivalent of
APs). In 2000, they use tcpdump and SNMP to trace the
activity of 74 users in the Stanford Computer Science De-
partment over a 12-week periodd. While this study

is similar to our own, our population is much larger and
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more diverse. Their top five applications (http, netbiosurs, covering 136 users on 18 APs over a one-week mea-
ftp, unknown, ssh+telnet), are different from ours, and asarement period. Their WLAN does not cover residential
indicative both of a CS workload, and one that predatageas, and so their diurnal usage patterns differ from ours.
the popularity of peer-to-peer file sharing. Another recent study is by McNett and Voelkedj,[
Balachandran et al2] traced 195 wireless users durwho look at 275 PDA users over an 11-week period. They
ing the ACM SIGCOMM 2001 conference. They usistall a measuring tool on each of the PDAs, which al-
SNMP to poll each of their four APs every minute. Suclows them to collect detailed and accurate mobility and
a small poll interval would have been impractical in owsession-level data for each of the clients. This approach
scenario, as it took approximately 90 seconds to recewas impractical for our study, as we were unable to install
SNMP responses from all 566 of our APs. Because thegftware on all of the clients on our WLAN, especially
study a conference, user behavior is quite homogeneaigen the variety of operating systems and embedded de-
with clients following the conference schedule. Most segices. They see similar session behavior to our study:
sions were short, less than 10 minutes, and longer sessioistly short sessions. They also observe that, over the
tended to be idle. About 46% of their TCP traffic was httgourse of their trace, PDA usage drops, and speculate that
and 18% was ssh, which again indicates a CS workloadisers may have become bored with their new devices.
Hutchins and Zegura used sniffing, SNMP and authen-All of these studies, including our own, are located on
tication logs to trace 444 clients over a subset of the Getire wired side of the wireless network. That is, these
gia Tech campus WLAN, totalling 109 APs spread acrosgidies all look at infrastructure 802.11 networks, and the
18 buildings, for two months in 200B]. With their Ker- monitoring takes place on the wired Ethernet into which
beros authentication data, they can identify sessions mthre wireless APs have been connected. Yeo etlél. [
accurately than in our study. As they only examine nopresent some initial insights into RF monitoring, which
residential areas of campus, they find stronger diurnal adlows the capture of all 802.11 MAC-layer traffic. They
age patterns. One-third of their users do not move, &Rhd large differences in the ability of equipment from dif-
though their measurements are less accurate than oursfdrent vendors to take effective wireless measurements.
to a 15 minute poll interval.
We have already mentioned the work of Balazinska and
Castro B]. They traced 1366 users on 117 APs over fo@ Conclusions & Recommendations
weeks on a corporate campus. They develop two new met-
rics for network mobilityprevalenceand usepersistence This paper presents the results of the largest WLAN trace
As they only used SNMP, with a five minute poll periodo date, and the first analysis of a large, mature WLAN to
their results lack the precision of our syslog trace, and \weasure geographic mobility as well as network mobility.
show in Sectiorb that our results were quite different.  In considering the changes in usage of the WLAN since
Saroiu et al. 11] traced all HTTP and P2P traffic at thets initial deployment, we found dramatic increases in us-
University of Washington border routers for nine days iage, and changes in the applications and devices used on
spring 2002. They find that peer-to-peer traffic dominatdge network. Our study has several implications for wire-
the network, accounting for 43% of the bandwidth, confess network designers, network modelers, and software
pared to only 14% for web traffic. We found slightly morelevelopers.
web than P2P traffic, although their traces look at bothOur users were not very mobile, and tended to stay, or
wired and wireless traffic, and the decreased throughpetsist, at one home location for most of the time. This
available in a WLAN may have led some of our heaviebthavior can be exploited by network designers, for in-
P2P clients to use the wired network instead. stance in the use of network caches, or prediction-based
In later work, Gummadi et al. look at a 200 day traceobility schemes. The number of hours that each client
of P2P traffic p], again from the UW border routers, andgpent on the network each day remained static between
qguantify the bandwidth that could be saved by localityhe two trace periods; this information could be useful for
aware routing. We found that our P2P traffic is alreagyovisioning a WLAN.
mainly located on-campus. We cannot directly compareAlthough most users stayed predominantly in one lo-
our results to the UW traces, as their data only cogation overall, different devices and applications had dif-
tains off-campus traffic. Locality-aware routing, howeveferent mobility characteristics. In particular, always-on
might be useful in a bandwidth-constrained WLAN.  \oIP devices tend to associate with more APs and have
One of the more recent studies of an 802.11 WLANNger-lived and farther-ranging sessions. Always-on de-
comes from Schwab and Bunt at the University ofices are becoming more popular, and as a result WLANs
SaskatchewanlP]. Their network uses a central RA-will see an increase in the number of devices associated
DIUS authentication server, allowing for accurate sessiwith individual APs, even though each device may not be
determination. Their trace is significantly smaller thasending or receiving large quantities of data. Designers
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should be conscious of this behavior, for instance, whé&cknowledgements

allocating memory for association tables. Application de-h h knowled h ibuti f Charl
velopers may wish to consider higher levels of mobilit e authors acknowledge the contribution o aries

as it may be some time before new standards such as @rk and Udayan Deshpande in helping to set up the snif-
bile IP or IPV6 are widely deployed ers. We thank Kobby Essien for conducting the Fall 2001

trace.
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ment may be desirable. gram.

Wireless VoIP appeared and is likely to become much
more common. In some respects, wireless VolP behavjqr
mirrored wired VOIP behavior, and networks with existing%efe rences
wired VoIP systems may be able to use usage data fro -
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