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Fast �le systems are critical for high�performance scienti�c computing� since many scienti�c
applications have tremendous I�O requirements �MK���� Many parallel supercomputers have only
recently obtained fully parallel I�O architectures and �le systems� which are necessary for scal�
able I�O performance� Scalability aside� I show here that many systems lack su	cient absolute
performance�

I examined several the papers in the literature that report actual performance measurements
on existing parallel �le systems� For each paper� I chose the highest reported throughput� A list of
these throughputs� normalized by the number and speed of disks� is given in the table on page 
�

First� note that the numbers come from di�erent experimental arrangements and thus cannot
be directly compared with each other� Some timings include computation� and some do not�
some are for reading� some for writing� some are sequential� while some are not� Some of the
parameters were estimated� 
A commonly�used benchmark would help� and at least one has been
proposed �CCFN�
� Fin�����

Second� my normalization is extremely crude� dividing by the number of disks and then by
the raw disk�s peak bandwidth is an over�simpli�cation� Few systems can approach ���� of the
available bandwidth� and then only in special cases such as a long sequential read� Still� the results
are instructive in pointing out the di	culty of obtaining good I�O performance in a parallel system�

Third� note the wide range of throughputs� In only a few papers� and only a few cases in
those papers� were the authors able to extract a signi�cant percentage of the disk bandwidth� The
performance for the ���disk Touchstone Delta is particularly disappointing 
although a new Intel
�le system is forthcoming�� The best cases occurred when the I�O was coordinated 
as in the
CM�
� CM��� or Nitzberg�s limited concurrency �KN����� or sequential reading with prefetching
and a bu�er size to match the block size �FPD����

These results show us that more work is needed on improving the raw performance of multipro�
cessor �le systems� I suspect that much of the problem is excess software overhead� Throughput
is lost to extraneous copying and message�passing overhead� inadequate I�O node power� cache
thrashing and prefetch mistakes �KN��� Nit�
�� architectural bottlenecks �KN��� Kry�
�� and lack
of coordination �dBC����

Corrections and additions to this table are welcome�

�
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Throughputs of existing multiprocessor �le systems� For each paper reporting real perfor�
mance numbers� the best throughput was chosen for the table� 
All rates are in MB�s�� Comparing
results from di�erent papers is di	cult due to di�erent experimental con�gurations� The point of
this table is the disappointingly low performance obtained by many researchers� even in the best
case� and with careful tuning� In comparison� in a sequential write test 
also a best case� both a
Unix LFS and a Unix extent�based �le system attained nearly ���� of the disk bandwidth� while
Unix FFS was limited to about 
�� �SBMS����

Intel CFS

Model Disks I�O nodes Total Per disk Raw Disk � of raw Reference

� iPSC���� �� �� ��� ���� � ��� �KN���

 iPSC�
 � � � ���� �� ��� �FPD���
� iPSC�
 ��� � ���� ���� � ��� �AS���
� iPSC�� �� �� ��� ���� �� ��� �Dun���
� iPSC�
 �� � ��� ���� � ��� �Pie���
� iPSC�
 � 
 
�� ���� ����� ��� �Are���
� iPSC�
 � � ���
 ���� � ��� �PFDJ���
� iPSC���� �� �� ���� ����� � ���� �Fin���
� Delta �� �
 �� ���� 
�� ���� �BCR�
�
�� Delta �� �
 ���� ���
 
�� ���� �dBC���

nCUBE

Model Disks I�O nodes Total Per disk Raw Disk � of raw Reference

�� nCUBE�
 � �� ���� ��
� �DdR�
�
�
 nCUBE�
 � �� ��� ���� �dR�
�
�� nCUBE�
 � � ���� ���� �dBC���
�� nCUBE��� � � 
�� ���� �BN���
�� nCUBE��� � � ��
� ���� �PFDJ���

TMC CM�� DataVault

Model Disks I�O nodes Total Per disk Raw Disk � of raw Reference

�� CM�
 �
 
�� 
� ���� � ��� �KN���
�� CM�
 �
 
�� ��� ���� � ��� �Fin���

TMC CM�� Scalable File System

Model Disks I�O nodes Total Per disk Raw Disk � of raw Reference

�� CM�� �
 � ���� ��� 
 ��� �LIN����
�� CM�� ��� �� ��� ���� 
 ��� �LIN����

Cray

Model Disks I�O nodes Total Per disk Raw Disk � of raw Reference

� Y�MP�� � 
�� 
��� 
��� ��� 
�� �Fin���
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Detailed notes�

�� A higher rate was possible with interprocess cache locality� Data are estimated from Figures �
and �� See �Nit�
� for more details�


� A higher rate of ���MB�s for writes was not included because I think the time did not include
waiting for the cache to �ush at the end� Data are estimated from Figure ��

�� This was done using beta�test software� The number of disks is unclear� but I expect that it
is the same as in �Pie���� Data are taken from table on page ��
�

�� Raw disk performance unknown� Not clear whether data are for iPSC�
 or iPSC����� Data
are estimated from Figure ���

�� Presumably using beta�test software� Data are estimated from Figures � and 
�

�� Data are taken from page �� and Figure ����

�� Data estimated from Figure �� A higher rate of nearly � MB�s for writes was not included
because I think the time did not include waiting for the cache to �ush at the end�

�� Time includes unoverlapped computation� Data taken from Table �� line N � ��
�

�� Figures �� �� and �� exhibit approximately �� MB�s� Higher rates are possible with inter�
process locality in Mode �� The Maxtor P����S disk drives support 
������ MB�s 
personal
communication with Intel support engineers�� I chose 
�� MB�s conservatively�

��� Data taken from Table 
� The Maxtor P����S disk drives support 
������ MB�s 
personal
communication with Intel support engineers�� I chose 
�� MB�s conservatively�

��� Raw disk performance unknown� Data taken from Table ��

�
� Raw disk performance unknown� Data taken from Table ��

��� Raw disk performance unknown� Data are taken from Table ��

��� Raw disk performance unknown� Data taken from Summary�

��� Raw disk performance unknown� Data taken from text accompanying Figure ��

��� This is for CM�FORTRAN I�O� Performance under PARIS is better� Data are estimated
from Figure �� See �Kry�
� for more details�

��� Time includes unoverlapped computation� This using �serial mode� format� which is much
slower than the DataVault�s native format� Data are taken from Table ��

��� The numbers ��� and �
 are estimated from Figure �� and ���� is calculated from that�

��� The numbers are taken from the text describing Figure ��


�� Time includes unoverlapped computation� Data are taken from Table 
� Used only one disk

personal communication��
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