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Fig. 1. Production frames from Big Hero 6 (upper left), Zootopia (upper right), Moana (bottom left), and Olaf’s Frozen Adventure (bottom right), all rendered

using Disney’s Hyperion Renderer.

‘Walt Disney Animation Studios has transitioned to path-traced global illu-
mination as part of a progression of brute-force physically based rendering
in the name of artist efficiency. To achieve this without compromising our
geometric or shading complexity, we built our Hyperion renderer based
on a novel architecture that extracts traversal and shading coherence from
large, sorted ray batches. In this article, we describe our architecture and
discuss our design decisions. We also explain how we are able to provide
artistic control in a physically based renderer, and we demonstrate through
case studies how we have benefited from having a proprietary renderer that
can evolve with production needs.
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1 INTRODUCTION

Since the early 1990s, rendering of computer graphics (CG) im-
agery at Walt Disney Animation Studios had been accomplished
using the Reyes algorithm (Cook et al. 1987) in Pixar’s RenderMan.
More recently, ray-traced global illumination (GI) promised artists
significant productivity gains by providing more immediate
feedback during rendering and removing the significant data man-
agement burden associated with shadow maps and point clouds.
However, initial attempts to render our existing production scenes
with ray-traced GI were unsuccessful; incoherent access of texture
maps inhibited shading of indirect ray hits, and we had difficulty
fitting our scenes in memory as required by existing ray-traced
renderers.

To overcome these limitations, we created a new rendering ar-
chitecture which traces and shades rays in large batches, first
sorting each batch for geometric coherence during scene traver-
sal, then sorting ray hits for texture coherence during shading
(Eisenacher et al. 2013). This streaming architecture is at the
heart of Hyperion, our proprietary renderer, and allows us to ren-
der scenes using ray-traced GI without compromising geometric

ACM Transactions on Graphics, Vol. 37, No. 3, Article 33. Publication date: July 2018.
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No learning Our method

No learning Our method
RMSE 0.0031 (0.0014 for DI only) RMSE 0.0012, 6.7x speedup (0.000062, 510x for DI only)
Fig:1. Equal-time comparison (60 5) of path-traced global llumination solutions d using our leaming-based direct llumination sampling method (right)
and a baseline sampling method without learning (left). While both methods start off by sampling lights proportionally to rough estimates of their unoccluded
contribution, our method progressively incorporates information about their actual contributions, including visibility, dramatically reducing image variance.
Direct illumination calculation is an important component of any physicall dditional Key Words and Phrases: direct illumination, adaptive sampling,
based renderer with a substantial impact on the overall performance. We visibility, learning,
present a novel adaptive solution for unbiased Monte Carlo direct illumi-
nation sampling, based on online learning of the light selection probability ACM Reference Format: . o
distributions. Our main contribution is a formulation of the learning pro- Petr Vévoda, Ivo Kondapaneni, and Jaroslav Kfivének. 2018. Bayesian online
cess as Bayesian regression, based on a new, specifically designed statistical ion for adaptive direct illumination sampling. ACM Trans. Graph. 37,4,

model of direct illumination. The net result is a set of regularization strate-
gies to prevent over-fitting and ensure robustness even in early stages of
calculation, when the observed information is sparse. The regression model
captures spatial variation of illumination, which enables aggregating statis-
tics over relatively large scene regions and, in turn, ensures a fast learning
rate. We make the method scalable by adopting a light clustering strategy
from the Lightcuts method, and further reduce variance through the use of
control variates. As a main design feature, the resulting algorithm is virtually
free of any preprocessing, which enables its use for interactive progressive
rendering, while the online learning still enables super-linear convergence.
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1 INTRODUCTION

Realistic rendering today is almost entirely based on Monte Carlo
(MC) methods. The indirect illumination component has tradition-
ally been held responsible for the undesirable image noise produced
by such algorithms, which is probably why the direct illumination
has received disproportionately less attention in research. However,
many scenes in digital production feature complex lighting setups,
and practical experience shows that it is often direct illumination
that is responsible for the majority of image noise.

In this paper, we aim at unbiased direct illumination estimation
for MC renderers. Specifically, we address the problem of randomly
choosing an appropriate light source for a given scene location, so
that variance of the direct illumination estimator is minimized. This
could be achieved by choosing lights with probability proportional
to their respective contributions, but these are unknown at the
outset, they are costly to evaluate and difficult to predict. This is
true especially due to the visibility, since it can be discontinuous
and its evaluation involves expensive ray casting.

One possible solution would involve constructing the light sam-
pling distributions in a preprocessing step [Georgiev et al. 2012].
However, long preprocessing disqualifies any form of interactive
rendering - a crucial feature of any modern progressive renderer, a
feature that we consider a hard constraint in our work. Such pre-
processing can be avoided by learning from the observed samples

ACM Transactions on Graphics, Vol. 37, No. 4, Article 125. Publication date: August 2018.

Importance Sampling of Many Lights with Adaptive Tree
Splitting
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Fig. 1. A procedural city with 363,036 lights, one Gl bounce and participating media. Rendered with 16
samples per pixel, each shading point takes an average of 7 shadow rays (45 for the volume integral). We
shoot an average of 1700 rays per pixel. The image rendered in 20 minutes on a quad core Intel i7.

We present a technique to importance sample large collections of lights (including mesh lights as collections
of small emitters) in the context of Monte-Carlo path tracing. A bounding volume hierarchy over all emitters
is traversed at each shading point using a single random number in a way that importance samples their
predicted contribution. The tree aggregates energy, spatial and orientation information from the emitters to
enable accurate prediction of the effect of a cluster of lights on any given shading point. We further improve the
performance of the algorithm by forcing splitting until the importance of a cluster is sufficiently representative
of its contents.
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1 INTRODUCTION

Direct lighting calculations are a critical part of modern path tracing renderers with next event
estimation. While sampling from simple light shapes [Shirley et al. 1996] is well understood,
relatively little attention has been devoted to the problem of efficiently sampling from large
collections of such shapes. In production renderers, this problem appears both in the form of scenes
containing many distinct lights (Figure 1), and scenes with meshes acting as emitters (sometimes
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Abstract—This paper introduces a new multipass algorithm for efficiently computing direct illumination in scenes with many lights and
complex occlusion. Images are first divided into 8 x 8 pixel blocks and for each point to be shaded within a block, a probability density
function (PDF) is constructed over the lights and sampled to estimate illumination using a small number of shadow rays. Information
from these samples is then aggregated at both the pixel and block level and used to optimize the PDFs for the next pass. Over multiple
passes the PDFs and pixel estimates are updated until convergence. Using aggregation and feedback progressively improves the
sampling and automatically exploits both visibility and spatial coherence. We also use novel extensions for efficient antialiasing. Our
adaptive multipass approach computes accurate direct illumination eight times faster than prior approaches in tests on several

complex scenes.

Index Terms—Raytracing, Monte Carlo, shadowing.

1 INTRODUCTION

SCENES in the real-world often contain many area lights. In
computer graphics though, rendering shadows from
multiple area lights can be very expensive. This cost is
dominated by determining visibility which is expensive to
compute and difficult to predict. In this paper, we present a
new direct illumination algorithm based on the following
observation. Even if nearly all lights in a scene make
contributions somewhere in the image, typically, only a
small subset of the lights contribute significantly to the
illumination at any particular point. We use an iterative
multipass algorithm for rendering direct illumination in
complex scenes that exhibit these properties. We support
area lights, point lights, and high dynamic range environ-
ment maps as light sources.

We use probability density functions (PDFs) to randomly
choose lights to evaluate using shadow rays. These are
divided into a uniform PDF and two adaptive PDFs based on
feedback data atboth the 8 x 8 image block level and the pixel
level. The adaptive PDFs are modified between each pass,
using all sample information from previous passes to refine
our sampling. A weighted combination of these PDFs uses

e M. Donikian is with the 53d Test Support Squadron, 1279 Florida Ave.,
Suite 221, Tyndall Air Force Base, FL 32403.
E-mail: mike@graphics.cornell.edu.

e B. Walter is with the Cornell Program of Computer Graphics, Cornell
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mostly block information to guide sampling in early passes.
As more samples are collected, the pixel PDFs become
increasingly reliable and used for adaptive sampling.

Creating the image block-by-block gives our algorithm a
compact memory footprint and allows easy parallel proces-
sing. Another important aspect for efficiency is the use of
spatially clustered lights to aggregate visibility information
over groups of lights. This grouping also aids in construct-
ing and sampling accurate PDFs.

Our system uses coherence in image space to reduce the
rendering time for scenes with many area lights and
complex occlusion. We achieve speedups of roughly 8x
for scenes with 131 thousand to 1.5 million polygons and
72-832 lights and illumination from environment maps.

Section 2 summarizes previous work in many light direct
illumination. Section 3 is an overview of our iterative
adaptive sampling. Section 4 describes the algorithm in
detail and extensions for antialiasing. Section 5 presents
results and we conclude in Section 6.

2 PRrevious WORK

Direct illumination can often be expensive to compute,
particularly when multiple lights or area lights and complex
occlusion are involved. There have been a variety of
techniques proposed to reduce this cost. Covering all this
literature is beyond the scope of this paper. Instead, we will
focus on the subset of direct illumination research that
solves the problem through sampling.
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mostly block information to guide sampling in early passes.
As more samples are collected, the pixel PDFs become
increasingly reliable and used for adaptive sampling.

Creating the image block-by-block gives our algorithm a
compact memory footprint and allows easy parallel proces-
sing. Another important aspect for efficiency is the use of
spatially clustered lights to aggregate visibility information
over groups of lights. This grouping also aids in construct-
ing and sampling accurate PDFs.

Our system uses coherence in image space to reduce the
rendering time for scenes with many area lights and
complex occlusion. We achieve speedups of roughly 8x
for scenes with 131 thousand to 1.5 million polygons and
72-832 lights and illumination from environment maps.

Section 2 summarizes previous work in many light direct
illumination. Section 3 is an overview of our iterative
adaptive sampling. Section 4 describes the algorithm in
detail and extensions for antialiasing. Section 5 presents
results and we conclude in Section 6.

2 PRrevious WORK

Direct illumination can often be expensive to compute,
particularly when multiple lights or area lights and complex
occlusion are involved. There have been a variety of
techniques proposed to reduce this cost. Covering all this
literature is beyond the scope of this paper. Instead, we will
focus on the subset of direct illumination research that
solves the problem through sampling.
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Fig. 1. Production frames from Big Hero 6 (upper left), Zootopia (upper right), Moana (bottom left), and Olaf’s Frozen Adventure (bottom right), all rendered

using Disney’s Hyperion Renderer.

Walt Disney Animation Studios has transitioned to path-traced global illu-
mination as part of a progression of brute-force physically based rendering
in the name of artist efficiency. To achieve this without compromising our
geometric or shading complexity, we built our Hyperion renderer based
on a novel architecture that extracts traversal and shading coherence from
large, sorted ray batches. In this article, we describe our architecture and
discuss our design decisions. We also explain how we are able to provide
artistic control in a physically based renderer, and we demonstrate through
case studies how we have benefited from having a proprietary renderer that
can evolve with production needs.
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1 INTRODUCTION

Since the early 1990s, rendering of computer graphics (CG) im-
agery at Walt Disney Animation Studios had been accomplished
using the Reyes algorithm (Cook et al. 1987) in Pixar’s RenderMan.
More recently, ray-traced global illumination (GI) promised artists
significant productivity gains by providing more immediate
feedback during rendering and removing the significant data man-
agement burden associated with shadow maps and point clouds.
However, initial attempts to render our existing production scenes
with ray-traced GI were unsuccessful; incoherent access of texture
maps inhibited shading of indirect ray hits, and we had difficulty
fitting our scenes in memory as required by existing ray-traced
renderers.

To overcome these limitations, we created a new rendering ar-
chitecture which traces and shades rays in large batches, first
sorting each batch for geometric coherence during scene traver-
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mostly block information to guide sampling in early passes.
As more samples are collected, the pixel PDFs become
increasingly reliable and used for adaptive sampling.

Creating the image block-by-block gives our algorithm a
compact memory footprint and allows easy parallel proces-
sing. Another important aspect for efficiency is the use of
spatially clustered lights to aggregate visibility information
over groups of lights. This grouping also aids in construct-
ing and sampling accurate PDFs.
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rendering time for scenes with many area lights and
complex occlusion. We achieve speedups of roughly 8x
for scenes with 131 thousand to 1.5 million polygons and
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Thomas Miiller'?> Markus Gross'? Jan Novak?

'ETH Ziirich
2Disney Research

- MSE: 0.018

' atning:s 1 wiin ‘ : * Training: 0.73 min
Rendefing: 4.2 min, 8932 spp | 7 Rendering: 4.2 min, 11568spp |

Figure 1: Our method allows efficient guiding of path-tracing algorithms as demonstrated in the TORUS scene. We compare equal-time
(4.2 min) renderings of our method (right) to the current state-of-the-art [VKv* 14, VK16] (left). Our algorithm automatically estimates
how much training time is optimal, displays a rendering preview during training, and requires no parameter tuning. Despite being fully
unidirectional, our method achieves similar MSE values compared to Vorba et al.’s method, which trains bidirectionally.

Abstract

We present a robust, unbiased technique for intelligent light-path construction in path-tracing algorithms. Inspired by existing
path-guiding algorithms, our method learns an approximate representation of the scene’s spatio-directional radiance field in
an unbiased and iterative manner. To that end, we propose an adaptive spatio-directional hybrid data structure, referred to
as SD-tree, for storing and sampling incident radiance. The SD-tree consists of an upper part—a binary tree that partitions
the 3D spatial domain of the light field—and a lower part—a quadtree that partitions the 2D directional domain. We further
present a principled way to automatically budget training and rendering computations to minimize the variance of the final image.
Our method does not require tuning hyperparameters, although we allow limiting the memory footprint of the SD-tree. The
aforementioned properties, its ease of implementation, and its stable performance make our method compatible with production
envir ts. We d strate the merits of our method on scenes with difficult visibility, detailed geometry, and complex
specular-glossy light transport, achieving better performance than previous state-of-the-art algorithms.

Categories and Subject Descriptors (according to ACM CCS): 1.3.7 [Computer Graphics]: Three-Dimensional Graphics and
Realism—; 1.3.3 [Computer Graphics]: Picture/Image Generation—
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Fig. 1. Equal-time comparison (60 s) of path-traced global illumination solutions computed using our learning-based direct illumination sampling method (right)
and a baseline sampling method without learning (left). While both methods start off by sampling lights proportionally to rough estimates of their unoccluded
contribution, our method progressively incorporates information about their actual contributions, including visibility, dramatically reducing image variance.

Direct illumination calculation is an important component of any physically-
based renderer with a substantial impact on the overall performance. We
present a novel adaptive solution for unbiased Monte Carlo direct illumi-
nation sampling, based on online learning of the light selection probability
distributions. Our main contribution is a formulation of the learning pro-
cess as Bayesian regression, based on a new, specifically designed statistical
model of direct illumination. The net result is a set of regularization strate-
gies to prevent over-fitting and ensure robustness even in early stages of
calculation, when the observed information is sparse. The regression model
captures spatial variation of illumination, which enables aggregating statis-
tics over relatively large scene regions and, in turn, ensures a fast learning
rate. We make the method scalable by adopting a light clustering strategy
from the Lightcuts method, and further reduce variance through the use of
control variates. As a main design feature, the resulting algorithm is virtually
free of any prepr ing, which enables its use for interactive progressive
rendering, while the online learning still enables super-linear convergence.
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Machine learning;
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1 INTRODUCTION

Realistic rendering today is almost entirely based on Monte Carlo
(MC) methods. The indirect illumination component has tradition-
ally been held responsible for the undesirable image noise produced
by such algorithms, which is probably why the direct illumination
has received disproportionately less attention in research. However,
many scenes in digital production feature complex lighting setups,
and practical experience shows that it is often direct illumination
that is responsible for the majority of image noise.

In this paper, we aim at unbiased direct illumination estimation
for MC renderers. Specifically, we address the problem of randomly
choosing an appropriate light source for a given scene location, so
that variance of the direct illumination estimator is minimized. This
could be achieved by choosing lights with probability proportional
to their respective contributions, but these are unknown at the
outset, they are costly to evaluate and difficult to predict. This is
true especially due to the visibility, since it can be discontinuous
and its evaluation involves expensive ray casting.

One possible solution would involve constructing the light sam-
pling distributions in a preprocessing step [Georgiev et al. 2012].
However, long preprocessing disqualifies any form of interactive
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Importance Sampling of Many Lights with Adaptive Tree
Splitting
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Fig. 1. A procedural city with 363,036 lights, one Gl bounce and participating media. Rendered with 16
samples per pixel, each shading point takes an average of 7 shadow rays (45 for the volume integral). We
shoot an average of 1700 rays per pixel. The image rendered in 20 minutes on a quad core Intel i7.

We present a technique to importance sample large collections of lights (including mesh lights as collections
of small emitters) in the context of Monte-Carlo path tracing. A bounding volume hierarchy over all emitters
is traversed at each shading point using a single random number in a way that importance samples their
predicted contribution. The tree aggregates energy, spatial and orientation information from the emitters to
enable accurate prediction of the effect of a cluster of lights on any given shading point. We further improve the
performance of the algorithm by forcing splitting until the importance of a cluster is sufficiently representative
of its contents.
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1 INTRODUCTION

Direct lighting calculations are a critical part of modern path tracing renderers with next event
estimation. While sampling from simple light shapes [Shirley et al. 1996] is well understood,
relatively little attention has been devoted to the problem of efficiently sampling from large
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Dynamic Many-Light Sampling for Real-Time Ray Tracing
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Abstract

Monte Carlo ray tracing offers the capability of rendering scenes with large numbers of area light sources—lights can be sam-
pled stochastically and shadowing can be accounted for by tracing rays, rather than using shadow maps or other rasterization-
based techniques that do not scale to many lights or work well with area lights. Current GPUs only afford the capability of
tracing a few rays per pixel at real-time frame rates, making it necessary to focus sampling on important light sources. While
state-of-the-art algorithms for offiine rendering build hierarchical data structures over the light sources that enable sampling
them according to their importance, they lack efficient support for dynamic scenes. We present a new algorithm for maintaining
hierarchical light sampling data structures targeting real-time rendering. Our approach is based on a two-level BVH hierarchy
that reduces the cost of partial hierarchy updates. Performance is further improved by updating lower-level BVHs via refitting,
maintaining their original topology. We show that this approach can give error within 6% of recreating the entire hierarchy
from scratch at each frame, while being two orders of magnitude faster, requiring less than 1 ms per frame for hierarchy updates

for a scene with thousands of moving light sources on a modern GPU. Further, we show that with spatiotemporal filtering, our
approach allows complex scenes with thousands of lights to be rendered with ray-traced shadows in 16.1 ms per frame.

CCS Concepts
o Computing methodologies — Ray tracing;

1. Introduction

Complex illumination is a critical ingredient for the visual rich-
ness of rendered images. Images that include the soft shadows and
diffused lighting that is characteristic of large area light sources
have a markedly more realistic appearance than images rendered
with small numbers of point or directional light sources, which give
stark and harsh lighting effects. However, with more than few light
sources it is infeasible to shade them all individually, especially un-
der the constraints of real-time rendering. Culling and/or stochastic
selection of a subset of lights is necessary. In this work, we focus
on stochastic sampling in order to be able to support many con-
tributing light sources and still compute unbiased results.

With this approach, it is necessary to define a discrete proba-
bility density function (PDF) p;(x,i) that gives the probability of
sampling the ith light as seen from a point x in the scene. The more
closely proportional p;(x,i) is to the reflected light at x due to the
light i’s emission, the less error will be present in the image. Unfor-
tunately, an accurate p; cannot be easily precomputed as there are
millions of shading points X, a scene may have tens of thousands

x, the tree is stochastically traversed [KWR* 17, CEK18]. At each
level of the traversal, the relative contributions of the children nodes
are estimated such that the full distribution p; is never represented
explicitly and only log(n) computations per shading point (where
n is the number of lights) are required. This idea is illustrated in
Figure 1. For offline rendering, the cost of constructing the light
BVH is negligible compared to the rendering time. This is not the
case for real-time rendering, where many fewer rays are generally
traced per frame and no more than a few milliseconds per frame are
available. The goal of this paper is to adapt light BVH methods to
be suitable for real-time ray tracing of dynamic scenes. We make
the following contributions:

e We organize light sources in multiple bounding volume hierar-
chies, arranged in a two-level hierarchy.

e We show that refitting light BVHs without modifying their topol-
ogy can be implemented efficiently on the GPU, and that this ap-
proach works well for moderate amounts of light source motion.

e We demonstrate that top-level BVHs can be rebuilt asyn-
chronously to maintain close-to-optimal overall tree topology.
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ReSTIR Overview

e Approximately sample full product
* No complex data structures

e Constant memory

* Fixed computation per frame

* Simple algorithm
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Biased Reuse

e Correcting bias is expensive

e Can we minimize it instead?
—> Reject potentially troublesome neighbors

e Compare normals/depth

[a
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Algorithm Details

* Implemented in Falcor [Benty et al. 2019]
* [nitial Resampling: M=32
* Temporal Reuse: Reproject with motion vectors

* Spatial Reuse: Pick 5 random neighbors in 30 pixel disk

e Repeated twice

73
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Conclusion

e Algorithm for sampling arbitrary distributions
* Start with “bad” samples, improve them

* Reuse bad samples over multiple sample points

89
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Limitations & Future Work

* Higher order bounces?

* World space?

* How to best combine candidates from different distributions?
* Disocclusions, visibility boundaries: Reuse limited

* BRDF etc. too expensive: Proxy needs to be used

90
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