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Abstract

A major aim of privacy research is to empower end users by
giving them more control over their data privacy. However,
precisely defining empowerment, let alone achieving it, can
be challenging. In this paper, we examine key subgoals

and challenges to achieving the grand objective of user em-
powerment, study the interconnectivity of these subgoals
and challenges, and list open questions for future privacy
research.
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Introduction

An overarching pursuit behind much of the privacy research
is to empower end users by giving them better control over
how their private information is used and shared by the ser-
vices with which they interact, including, but not limited to,
online social networks, search engines, and online market-
places. However, achieving this grand objective involves so
much more than simply providing privacy knobs. For some



examples: accurate but esoteric or confusing language ac-
companying privacy options may drive users toward set-
tings they don’t want; frightening warnings that appear over
stringent privacy settings may nudge the malleable user to-
ward undesirable lax settings; the service may provide use-
ful privacy settings, but users may ignore them altogether
because they feel they have already lost control over their
privacy.

Empowering the user requires understanding the chal-
lenges and subgoals underlying this grand challenge, as
well as how they are all intertwined. Doing so will enable
us to develop better privacy solutions and more informative
metrics to evaluate those solutions. To this end, in this pa-
per, we provide a preliminary disaggregation of the grand
challenge of empowering users into component subgoals
and challenges, and we explore the interconnectivity of
these components. We also provide further discussion of
related challenges.

Key Challenges

We enumerate key challenges for achieving the goal of em-
powering users. This list is not, nor is it intended to be, ex-
haustive.

Users Do Not Correctly Conceptualize Ramifications of
Privacy Decisions: Numerous researchers have shown
that users hold misperceptions and employ flawed mental
models when it comes to privacy, e.g., [9]. For one exam-
ple, many users subscribe to the nothing-to-hide argument
despite its logical flaws [15]. For another, Turow et al. [16]
revealed, from a survey they conducted, the following stag-
gering statistic, amongst others:

65% [of respondents] do not know that the statement
“When a website has a privacy policy, it means the
site will not share my information with other websites

and companies without my permission” is false.

Indeed, recent work by Draper [5], as well as by others [7,
10, 14, 16, 17], call into question the view that most users
are privacy pragmatists who make well-informed privacy
decisions. Draper argues that many users feel their privacy
is gone and so they resign to giving up control over their
data privacy.

There are also secondary effects associated with configur-
ing privacy settings that users may struggle to conceptual-
ize. For example, configuring a privacy setting on an online
social network fundamentally changes the interactions the
user has with the service and may, in turn, influence how
the user behaves, what information the user consumes,
how the user thinks, whether the user becomes addicted to
the service, the happiness derived from using the service,
and so forth.

For another more nuanced point, the user’s determination
of a privacy option may, itself, leak information. For exam-
ple, Lewis et al. note that both options not to share or share
information correlate with other demographic information
[11]. (This point provides further justification for an opt-in
approach to privacy over an opt-out one, especially in situa-
tions where most users stick with defaults.)

Which Privacy Settings Truly Empower the User?: There
is no consensus on what information to use as a source for
the user’s true privacy preferences. Users have beliefs, de-
sires, and intentions— and when it comes to privacy, they
needn’t align. Indeed, much research has been devoted

to understanding privacy paradoxes stemming from these
disconnects, e.g., [10, 3, 4]. As mentioned earlier, the char-
acterization of most users as privacy pragmatists has been
debunked. Given this observation, what information should
be elicited from the user to empower them? And how do we



use it?

There’s a Cost to Configuring Privacy Settings: Actual
and perceived time and effort to configure privacy settings
may influence whether the user begins configuring them
and whether they finish. For example, the user may be dis-
suaded from using an interface that appears illogical, com-
plex, or hard to navigate.

Time of Configure, Time of Use: The user may configure
their privacy settings once, when they begin using a ser-
vice. However, over time, people may join or leave the ser-
vice, leaving their privacy choices outdated. The available
privacy options may also change over time. Gaw and Felten
argue that the user may choose to reuse a password for an
account (i.e., select a weak password before that account is
associated with sensitive information), and, by the time that
account has accrued information, “they’re locked into their
reused password” [6]. A similar phenomenon may be true
with privacy settings. Namely, the user may choose privacy
settings before sensitive information is tied to their account.
By the time sensitive information is tied to their account,

the user may no longer think about privacy. Moreover, in
instances where the user does contemplate reconfiguring
privacy settings, there’s a possibility that the data in ques-
tion may be perceived to already be lost and, therefore, not
worth protecting.

On the other hand, some users may have already invested
significant time or effort in selecting a piece of software,
downloading it, and installing it before they configure their
privacy settings, compelling them to continue using the ser-
vice even if it does not meet their privacy needs. That is,
they may fall victim to the sunk cost fallacy [2]. How then,
do we ensure user privacy settings best serve the user at
all times?

Users Have Limited information: Not only are users ill-
equipped to make rational decisions pertaining to their
privacy, but they lack the requisite information to make in-
formed decisions, often because that information is sim-
ply not available. It is not always clear how services safe-
guard user data, nor the intricacies of how that data is

used in practice. Privacy policies exist, but may be exor-
bitantly time-consuming to read and difficult to digest [13,
12]. Moreover, they are often vague and usually subject to
change. A pessimist might argue that in practice many ex-
isting interfaces and privacy policies ensure users remain
uninformed while presenting the veneer of informing the
user, thereby persuading their users and other actors that
user data is in good hands. Another concern is that primary
services or third-party services may violate privacy policies,
terms of service, or users’ privacy expectations. This may
even be compounded by a delay in reporting violations.
Collectively, these and other factors support the argument
that most users do not— and, at least in the current privacy
landscape, cannot— have a concrete understanding of how
their data is used.

Nudging: The user may be biased from the interface in a
number of ways: Warnings may appear on certain privacy
options to nudge the user toward select choices. Descrip-
tions of privacy options may bias the user. Default selec-
tions may bias the user. The available options themselves
may bias the user. For example, if there are k lax settings
and [ restrictive settings with £ >> [, the user may be
more inclined to choose a lax setting than they would under
the condition & < [. Indeed, as Acquisti et al. [1] argue in
their discussion on the ethicality of nudging, every design
choice can be considered a nudge, it’s hard to design in-
terfaces that “optimize the benefits of nudges for all users,”
and evaluating the impact of nudges is hard. How then, do
we ethically nudge?



Discussion
We present open questions and discussion topics that
emerge from our enumeration of challenges.

User Interests vs. Corporate Interests: Corporations de-
sign the privacy policies and the interfaces for selecting pri-
vacy options. If we adopt the view that every design choice
is a nudge as advocated by Acquisti et al. [1], then these
corporations do quite a bit of nudging, and it is reasonable
to question whether this nudging serves the user. More-
over, the corporations are the most knowledgeable about
how user data is used or misused; and they often directly
or indirectly influence the information channels upon which
users rely to make privacy decisions. Yet the responsibil-
ity of reading and digesting privacy policies and selecting
appropriate privacy options is often attributed to the user.
Draper [5], in relaying an approach mentioned by Mayer-
Schénberger and Cukier[19], states that “one possible ap-
proach to enhancing privacy protections would involve shift-
ing responsibility from the data subject to the data user.” An
alternative approach may involve placing more responsibil-
ity on corporations to ensure end users are well-informed
pertaining to their data privacy, while maintaining user con-
trol over their privacy selections. Indeed, there are other
approaches to addressing this disconnect between user
interests and corporat interests, e.g., other regulatory ap-
proaches, having independent watchdog organizations vet
corporations, public shaming.

There’s also the challenge of ensuring quality, cutting edge
research from academia continues to be effective in the real
world where they may be adopted by entities that are more
concerned with meeting their own goals than doing what
best serves the user.

Ethical Design: Vanderberghe and Slegers [18] advocate
a core design philosophy espoused in the Ethical Design

Manifesto by Ind.ie [8]: technology should not be designed
for the other. Forward-thinking solutions that involve user
segmentation may pose additional ethical concerns. In ad-
dition to the concerns regarding the ethicality of designing
for others, it's difficult to validate segmentation-based so-
lutions. On the other hand, segmentation-based privacy
solutions do show promise in addressing some of the chal-
lenges we’ve mentioned, e.g., [20]. How do we weigh the
ethical concerns of segmentation-based privacy solutions
against the potential value provided by such solutions?

Some Privacy Goals are at Odds: Many of the subgoals
we mentioned are useful to study in isolation, but it's worth
noting that they may also conflict with other subgoals. For
one example, ensuring that a privacy interface is deep
enough to express users’ “true” privacy preferences may
lead a user to ignore the interface altogether if they per-
ceive the effort of configuration as being too high. For an-
other example, while in many circumstances an opt-in ap-
proach may empower the user, in select circumstances,
giving up data privacy may be considered a social good and
provide justification for an opt-out approach.

Metrics: Better metrics and methodologies to evaluate and
compare proposed privacy solutions must be designed,
adopted, and continually refined to meet real-world privacy
needs. We believe these metrics should take into consid-
eration the complexities of empowering the user that are
mentioned in this paper as well as other papers.

Conclusion

In this paper, we explored the general aim of empower-
ing users by providing them better control over their data
privacy. We outlined key subgoals and challenges in this
pursuit, touched on how they are intertwined, and outlined
important research pursuits moving forward.
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