Appeared at the 4th Annual PKI Research and Development Workshop, April 2005. 1

Evaluating the Performance Impact of PKI on BGP Security

Meiyuan Zhatand Sean W. Smith
Department of Computer Science
Dartmouth College

David M. Nicol
Department of Electrical and Computer Engineering
University of lllinois at Urbana-Champaign

February 2005

Abstract among parties spanning a large set of domains, these se-
curity mechanisms typically rely on public key cryptog-
The Border Gateway Protocol is central to making the IFaphy. Implicitly or explicitly, public keyinfrastructure
ternet work. However, because it relies on routers froifius also becomes a critical component—otherwise, how
many organizations believing and passing along inform@e the parties know what public keys to use and whether
tion they receive, it is vulnerable to many security athey are still valid?
tacks. Approaches to securing BGP typically rely on pub- Neither public key cryptography nor public key infras-
lic key cryptography, in various encodings, to mitigatgucture come for free. However, when designing and an-
these risks; to work in practice, these approaches usuallyzing these large information-distribution systems, it
require public key infrastructure. This cryptography anshsy to overlook these implementation details, and the
the PKI may both potentially impact the performance @lerformance impact they can have on the overall proto-
this security scheme; however, evaluating how these gbi. Furthermore, given the large, messy nature of Inter-
fects may scale to large networks isfidiult to do analyt- net routing, it can be hard to evaluate this impact: analytic
ically or empirically. techniques may fail to capture the complexity, and empir-
In this paper, we use the tools of simulation to evaligal techniques may require a prohibitively large testbed.
ate the impact that signatures, verification, and certéicat |n previous work [27], we used the tools pérallel
handling have on convergence time, message size, gjtfulationto evaluate the performance impact of basic
storage, for the principal approaches to securing BGP. signing and verification on route attestations—and pro-
posed and evaluated an improved way of generating and

. encoding this information. In this paper, we extend this
1 Introduction work:

By distributing and maintaining routing information, the e to consider two new aspects of performancees-
Border Gateway Protocol (BGHB2, 39] plays a central sage sizeandmemory cost
role in making the Internet work. However, BGP relies . .

. . e to consider the PKI impact of recent proposals for
on hearsay information. BGP speakers trust the messages . - L
they receive and they completely trust other BGP speak- in-bandorigin authentication
ers to follow the protocol specification reliably. Conse- ¢ to consider the performance impact of standard PKI
quently, BGP—and the Internet it routes—is vulnerable to  reyocationschemes: and
many potential attacks by malicious players [26]. To miti-
gate these risks, many researchers have proposed securtyto consider the potential improvement of using re-
mechanisms to authenticate the routing information trans- centaggregate signaturechemes in place of stan-
ferred between BGP speakers [1, 8, 13, 17, 35, 40, 41]. dard signatures in assertion chains.

S-BGPis the dominant scheme here. . ' _
B fih d to authenticate inf i We find that among the half dozen techniques studied
ecause ofine heed fo authenticate information pasﬁ‘?&e is no clear best solution. Compared to the technique

*contact authorzhaom@cs . dartmouth. edu that uses the least memory, the technique that supports
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the fastest convergence time is three times faster but ugkst route withdrawal, decides whether it prefers the new
twice the memory. Signing cost is what matters for spesalite. A withdrawal can also be an explicit announce-
(and BGP convergence) but this comes at a price, memorgnt, with no mention of an alternative preferred route.
and message size. In this case, the recipient may examine the previously re-
This Paper Section 2 reviews BGP and S-BGP. se&eived routes to the same prefix and decide whether there
tion 3 reviews some alternate encoding and cryptograpiﬁ@” alternative to announce to its peers. If no such route
approaches. Section 4 presents our evaluation method@ind at hand, it simply withdraws the route as well.
ogy. Section 5 presents our experiments and results foBGP rate-limits the sending dfpdate messages with
path authentication. Section 6 presents our experimepésameter called th®inimum Route Advertisement In-
and results for origin authentication. Section 7 reviews rierval (MRAI) which is basically the minimum amount
lated work, and Section 8 concludes with some thouglufstime that must elapse between successive batches of
for future research. Updatessent to a neighbor. BGP speakers have output
buffers to keep waitingpdate messages, and send them
in batches when reaching the MRAI. A speaker may have
a different MRAI for each of its peers or may have one
2 BGPand S-BGP MRAI that controls all peers. In practice, throughout the
Internet, the default value the MRAI is 30 seconds.
The Border Gateway Protocol (BGP) [32, 39] is the rout- Any change of network reachability will be reflected

ing protocol for maintair_ﬂng connectivity betweem-_ in the routing table of some BGP speaker. BGP will
tonomous systems (ASes)the Internet.  Each AS iSy,a hropagate this change Widate messages through
assigned a unique integer as its identifier, known as #3 entire network. like a wave Thepnvergence time
AS nufmber An AS m?nagedsdsubnetworks exprEssed fieasures the length of time for such wave of announce-
IP prefixes—a range of IP a reslses- A BGPea 3"_ ments to die out completely—in other words, for the net-
a _rou]Eer ex?;_:utmg SGPhprotoc%I—consktruc;ts an d_maWbrk to return to a stable state. During the transient pe-
tains forwarding tablesthat enable packet forwardingyjog of convergence, the continual changing of preferred
A BGP speaker maintains connections with neighboringto gegrades thefectiveness of packet forwarding.
speakers, known a:; msegrs and sends ?‘Upﬂate 0 an- | onger convergence times thus reflect increased network
nounce a new preferred route to prefix The route is jyiahility and may cause severe network performance

a (prefix, AS path) tuple. TheAS pathis a sequence , homg  studies of BGP have considered convergence
of AS numbers that _specn‘les a sequence of autonom ' 20, 34] and possible optimizations to control and ac-
systems through which one can traverse the network; | Slerate it [11, 19, 21, 23, 30, 38]

AS in the sequence is ttaiginator of this route. For in- ! _ _ _
stance, if the autonomous systeéxf owns IP prefixp Because BGP is central to Internet functionality and is
the aut’onomous systemS might send out arUpdaté vulnerable to malicious actors, we need to secure the in-
(p,{AS, AS,, ... AS}) to announce its preferred route t(gormation that BGP distributes. We consider each compo-
p. Each BGP speaker keeps received routes imigs- "€t

ing table for each prefix, the speaker tags one route as its. Origin authenticationconsiders whether the origi-
preferred one.

nating AS really controls a claimed IP address range.
Typically, a speaker’s routing table changes when it

adds a new route, deletes a preferred route, or replaces ® Path authenticationconsiders whether a claimed
previously preferred route with a new one. BGP speakers path to reach some IP prefix is in fact valid.
incrementally sendUpdate messages to announce such ) ) .
changes to their peers. When speakers establish (or rethe dominant security solutionSecure BGP (S-
establish) BGP sessiorthey share their own routing ta-BGP)[17] focuses on thepdate messages. The first step
ble with each other via a large number @pdate mes- of S-BGP is to set up public key infrastructures to help
sages announcing routes in their routing tables. If it @StabllSh the aUthentiCity of the involved parties. S-BGP
sults in new preferred routes, processing ofUpdate USeS X.509 [12] public key certificates and puts BGP-
message may create a number of rdpdates If the related information into certificate extensions. Speak-
speaker chooses to announce a new preferred route, it@g-digitally sign theJpdate messages they announce to
tends the existing AS path by perpending its AS nurﬁeers; with these X.509 Certiﬁcates, reCipientS can Verify
ber to it and sends it to all of its peers, except the otfee signatures to authenticate the received routes.
who sent the route earlier. When a speaker announceblore specifically, each speaker ussddress attesta-
a route to prefixp, it implicitly withdrawsthe last route tions (AAs)for origin authentication, andute attesta-
it announced tq. The recipient, understanding this imtions (RAsYor path authentication.
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ICANN ASes, and BGP speakers. The AS number authentication

/ \\ \ is similar to address allocation authentication. At the top

APNIC  ARIN RIPE ... AT&T ICANN assigns AS numbers to RIRs. Then, each RIR
/ / assigns some of its AS numbers and issues certificates to

~ A the third tier organizations (also called AS owners). These

MCI  GTE-1 ... DSPl  AT&TData ... Subl AS owners, in turn, issue certificates for authenticated
,éﬁ ASes. AS owners also issue certificates for BGP speaker;
Sub2 DSP2 Sub3 each such certificate binds the router name to an AS num-
\ ber and router ID, testifying that the speaker belongs to

certain AS. Typical certification paths in AS number and

Sub4 ...  Subk BGP speaker identification PKI are as follows:
ICANN “ICANN —Registry>AS owners-AS numbers”
/ 7 < \ “ICANN —Registry~»ISPIDSP... -BGP speakers”.
APNIC ARIN RIPE  LACNIC
/ N\ N 2.2 S-BGP Attestations
Orgl, AS#s R ce OrgK, AS#s
/ ~ N As noted earlier, S-BGP uses two forms of attestations.
(AS, As'#)' . (AS. AS#) For origin authentication, an address attestation (AA)
establishes that an AS (the subject in the AA) is autho-
S AN rized by an organizatio®rg, (the signer of the AA) to

(Rtr, AS#, RirID) (Rtr, AS#, RirID) announce certain IP blocks of address space [17]. The

origin AS sends the AA together with a certificate that
authorizes thaOrg, in fact owns that IP address block.
Hence, the receiver of tHépdate message is able to val-
idate the certificate and verify the signature in this AA.

2.1 S-BGPPKiIs For path authentication, eute attestation (RA)s

N . signed by a BGP speaker to authenticate the existence and
To enable validation of attestations, S-BGP proposes t I§ y b u ! X

. ) X _position of an AS number in an AS path [17]. Figure 2
X'SQQ public key mfra;tructures. The first PKI contaiNgs monstrates the structure of RAs. Such attestation is
certificates to authenticate tlvevners of portions of the

; . ested: each BGP speaker signs the AS path in sequence,
IP address spaceThe second PKI is to authenticate BGIg L g = .
. .as it joins. That is, first the origin BGP speaker signs the
speakers, ASes, and the owners of ASes. Figure 1 ill S Hjoms 1S, 1S gl SP SIgns

'RS number of the origin autonomous system and the in-

trates the structures of these PKls. Both PKIs are hi?é— . .
) . . nded receiver (in the form of AS number). The next
archies rooted at ICANN [15]. ICANN issues itself self- ( )

. o . " igner is the receiver of this RA; it computes and signs
signed certificates and further issues certificates to #e i P g

first tier of organizations, typicalliRegional Internet Reg-

Figure 1: Sketch of the S-BGP PKis.

istries (RIRsyuch as ARIN, RIPE, APNIC, and LACNIC. p.{321
For the address allocation PKI, ICANN issues itself P21 =
a certificate claiming the ownership of entire IP address p.{1) St S2
space on the Internet. Consequently, it issues certificateg S1={L.p. 2}, | |S2=1{2p.3,Sul, Ss = (3, p.4, Sak,
to RIRs as it assigns IP address blocks to them. The cer- ---------- > s Tttt -
tificate contains an extension that specifies the set of ad-= - - O

dress blocks ICANN is allocating to that RIR. Each RIR, . .
further assigns portions of its address blocks and issu':é%ure 2: This figure sketches the process of sending route an-
corresponding certificates to the third tier organizatioﬂgun; emgnt: ‘ng theg4r°:;e la.m.at.St?t'O?; . We havi four gSes
of the hierarchy. The process continues until it reach@yoered as, &, 3, ands. - Infates the process by send-
{1}) stating that it owns prefip and it

end subscribers. A typical certification path for an addre8é announcementp, . .
block is similar to the following: is reachable. It generates the corresponding route attestation by

signing{1, p, 2} using its private key;. It puts its AS num-

“ICANN —Registry>ISPDSP .. —Subscribers”. ber first, then the prefix, then the intended recipient. The other
ASes continue this process, except that they glue new informa-

The second PKI contains certificates for AS number d&n to the previous attestation sign the resulting blob. The figure
signments, as well as identity certificates of organizatjorshows the AS path components in bold.
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p.{3,1} Researchers have introduced a number of optimizations
for S-BGP [16], mainly focusing on caching signhed and
S1= {1’/&2}!@ verified routes and applying DSA pre-computation. These
S, = 3 p.4 Sl optimizations reduce the computational cost related to
cryptographic operations in the cost of extra memory cost
“““““““““ > and computation complexity.

Figure 3: This figure sketches how S-BGP would stop an a8 Alternate Signature Approaches

tempt byAS 3 to forge a route announcememtS 1 had told

AS 2 itwould accept messagesppandAS 2 told thattoAS 3. Besides caching, other studies suggeffietent crypto-
However,AS 3 is trying to strip away2 and foolAS 4 into be- graphic schemes that may potentially reduce the overhead
lieving a fraudulent 2-hop route. However, sirk® 1 included of S-BGP route announcement authentication. We discuss
the name ofAS 2 in its signed statement about that liM§ 4 three: signature amortization, sequential aggregatesign
will detect the forgery. tures, and origin authentication.

the concatenation of the previous RA, the newly appendgd) Signature Amortization

AS number, and intended receiver. The process goes on

until the entire AS path is signed. In our previous analysis [27], we propos&ignature
The inclusion of the intended recipient and the prefimortization(S-A).

in each signature is necessary to prevent against “cut-and-ooking at the details of the path authentication pro-
pa.Ste" attacks. To continue the earlier example, ConSi@@gS, we observed two important facts. First' BGP Speak-
Figure 3. As 3 is not able use the attestations it has rers verify RAs more often than creating RAs themselves.
ceived to forge an attestation for route, {1,3)) thatAS Hence, making verification faster could potentially de-
4 will accept. To do soas 3 would need a signed statecrease the overall computational latency. Second, when
ment fromas 1 offering to route information tp directly the BGP speaker sends identical routes to its neighbors, it
from As 3. However, the signed link thass 3 has from has to create distinct RAs; moreover, BGP speakers keep
AS 1 epr|C|tIy Specifies thats 1 links to AS 2, not AS Outgoing Update messages in iers and, using MRAI

3. To facilitate validation, BGP speakers send the n@ihers, send them in bulk. This bulk send creates the po-

RA together with all the nested RAs associated with tbntiaj for getting more “bang” from each private key op-
This way, the receiver can authenticate the entire AS paghation.

However, receivers need certificates for BGP speakers t

) : Dur S-A scheme exploits these two facts. To speed up
validate these signatures.

the verification processing, we use RSA, since RSA veri-
fication is significantly faster than DSA (used by S-BGP).
2.3 Performance Issues of Path Authentica- Then, we amortize the cost of signing operation in two
tion steps.
In step one, when a BGP speaker sends the same route
Several factorsféect the performance of path authenticaannouncement to multiple recipients, we collapse it to lit-
tion in S-BGP, given the structural properties of RAs. erally the same announcement—using a bit vector (or a

First, BGP speakers consume extra CPU cycles wHER'e spaceféicient equivalent) to express which of the
signing and verifying RAs and when handling and validatPeaker’s peers are the recipients. Thus, the speaker only
ing certificates. Eaclipdate message involves one sign'€eds to generate one signature, instead of one for each re-
ing operation by each signer akderification operations CiPient; the verifier of this RA uses the bit vector to check
by each verifier (wherkis the number of RAs for this AS the intended receiver. To do this, the speaker needs to pre-
path). Moreover, for each signature verified, the verifi§stablish an ordered list of its neighbors, and distribute
needs to validate the certificate of the alleged signer. SBUS to potential verifiers; however, we can put this infor-
ond, RAs and certificates increases message size. gRaijon in the speaker’s X.509 certificate, since the verifier
message with an AS path of lendticarriesk nested RAs. needs to obtain that anyway to verify the signature itself.
Finally, to decrease the number of signiweyification op-  In step two, when its MRAI timer fires and a BGP
erations, one could cache the signefnd verified routes speaker sends the messages accumulated in its fhetsu
in memory. Therefore, memory cost becomes anotherige have it collect all “unsigned” messages, build a Merkle
sue. hash tree [24, 25] on them, and signs the root of the tree—
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thus generating one signature for all unsigned messagesn the Aiello OA scheme, the BGP speakers send or-
instead of one for each. A leaf of the tree is the hash of thmary BGPUpdate messages together withrigin au-

pair of a route and its recipients. The resulting RA cothentication tags (OATsEach OAT contains a delegation
sists of the RSA signature on the root, the the hash patkth, a set oflelegation attestation®ne for each edge in
from the root to that leaf, the route, and the recipient liie path) and a®\SN ownership proofThe structure of
vector. A verifier of the RA can use these hash values amdelegation attestation is similar to an S-BGP address al-
information in the route announcement to construct tkecation certificate. The signer authorizes that the subjec
root of the tree correctly. There are trad@sp however. is delegated some address blocks as recorded in an exten-
The verifier needs to perform a few extra hashing opesaen. The ASN ownership proof is a certificate issued by
tions when verifying a RA, and the message size groldANN; it attests that some AS numbers are granted to a
(due to the hash path). particular organization.

With our S-A approach, we speed up the security oper-The OA scheme considered four possible constructions
ations of S-BGP at the cost of more memory and longen delegation attestation. 8imple Delegation Attesta-
Update messages. tion contains a signature by an organization on a tuple

org), Wherep is the prefix delegated targ. An Authen-

tication Delegation Listombines all(p, org) tuples by
3.2 Sequential Aggregate Signatures the same organization into single list and generates one

signature. A compromise of these two approaches, an
Recentlyaggregate signaturechemes have emerged thagfs Authentication Delegation Libteaks up the long list
save signature space when multiple parties need to Sigid several sublists (each containing the delegatioretupl
messages [2, 3]. Theequential aggregate signaturespecifying the address delegations made to the same or-
(SAS)scheme by Lysyanskaya et al. [22] combinesg- ganization and autonomous system) and signing each. An
natures fromn different signers om different messagesaythentication Delegation Treeonstructs a Merkle hash
into one signature of unit length. In SAS, each signer, ffee on an organization’s delegation list, and signs the roo
an ordered sequence, incrementally signs its new messgd®e tree. We denote these variations by the teBiis

and incorporates it into the aggregate signaturé party - Simple OA-List OA-AS-ListandOA-Tree respectively.
with knowledge of then messages, the public keys of the

n ordered signers, and the finalis able to verify that

each signes has correctly signed his messadeandoc 4 Evaluation Method0|ogy

is a valid sequential aggregate signature. The major ad-

vantage is that the signatureromessages is the same a8 gection 1 notes, this paper reports research examining

the length of an oerary S|gnatur§. Furthermor.e., an S performance impact of public key cryptography and

scheme can be built from RSA, with small modificationsy e key infrastructure on BGP security. Section 4.1

easing implementation. describes the metrics we use. Section 4.2 describes the
Applying SAS scheme to path authentication of S-BGlarious BGP security approaches on which we take these

we generater along the AS path similar to nested RAneasurements. Section 4.3 discusses the tools we use to

signatures. Since one aggregate signature is enougleday out these experiments.

authenticate entire AS path, this scheme shortens message

size. .
4.1 Performance Metrics

3.3 Origin Authentication We use a set of metrics to evaluate performance in terms
' of time and space.

Aiello et al. [1] consider the semantics, design, and For time, we measure the number of cryptographic op-
costs of origin authentication in BGP, and proposéd#dn erations involved, the resulting CPU cycles, and the BGP
scheme. convergence time: the time it takes the system to re-

The authors formalize semantics for IP address defichieve a stable state after a perturbation, such as a new
gation, which is similar to the address allocation PKI biputé announcement, a route withdrawal, or a router re-
S-BGP. The proofs of the IP address ownership establR@pt. For each security scheme, we compare its con-
a tree-like hierarchy rooted at IANA [14]. The next tie¥ergence time with convergence time that original BGP
are the organizations that receiv@siPv4 address blocks @chieves for the same perturbation. (Given the distributed
directly from IANA. These organizations further delegat@ature of BGP, convergence time is veryfiduilt to be
sub-block addresses; delegations continue until we re®¢gdicted using analytical techniques.)
autonomous systems. For space, we measure both the message size and the
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storage cost in memory. Similar to other studies, our ex- Convergence Message Size Memory
periments relax the current BQRaximum transfer unit | S-BGP long moderate best
(MTU) (4096 bytes) limitation, to be able to understand S-A shortest worst worst
the dficacy of any possible optimization. SAS longest best best

Table 2: Performance rankings for the path authentication
4.2 Experimental Approaches schemes we examined

Our previous work evaluated the time impact of S-BGP .

and S-A on path authentication. We now measure ti& PEErS, via a large amount of route announcements. To

space impact as well, and both space and time impact&Ximize the gects, we let the rebooting BGP speaker to

SAS on path authentication. We measure the time impR&the one with the most peers.

of CRL and OCSP revocation schemes on fully optimized Besides the common settings, we also have specific

S-BGP. parameters for each of the security schemes. Table 1
We also examine the origin authentication scheme ggmmarizes the benchmarks and measurement numbers

Aiello et al. We measure time and space impacts of 4{f US€ in our simulation. The running time benchmarks
four variations, as well as the time impact of CRL an@l cryptographic opergnons are from O.penSSL [29] li-
OCSP revocation on the OA-AS-List variation (since itrary. For those algorithms not directly implemented by

the closest to S-BGP origin authentication). the library (such as DSA pre-computation, SAS aggre-
gate signing and SAS aggregate verification), we decom-

pose the involved operations and sum up the benchmarks
4.3 Simulation of each step as an estimation. In addition, the numbers
are normalized to a 200MHz CPU, which is a common
We use discrete-event simulation to understand the perféRU speed of BGP routers. We use a real system to mea-
mance of BGP origin and path authentication schemessiire and estimate latencies of processing plapalate
a large-scale environment. As with our earlier work, ounessages, of sending a OCSP request and receiving a re-
experiments uses SSFNet [5, 28], a discrete-event simpense, and of fetching CRLs. To take into account other
lator that provides a comprehensive model of basic B&Retors that could potentiallytiect the numbers, the simu-
operations [31]. Our earlier work added hooks for variantion decides these values by uniform distribution within
of processing models of BGP security schemes [27]. certain ranges. S-BGP studies [16, 18] give the numbers

Throughout this study, we evaluate security schemed@ Sizes of S-BGP certificate and attestations.
the same network topology and same BGP activity set-
tings. We use a 110-AS topology, with one operatin . .
BGP speaker per AS. For modeling simplicity, each Bcg Path Authentication Performance
speaker announces two prefixes. In our model, each AS i
also possessesrtual BGP speakershat don't actually AnaIySIS
run a simulated BGP protocol. We use the number of su

h :
BGP speakers to represent the size of an AS; its size‘é@ compare performance impact of S-BGP, S-A, and

fects the time it takes for orldpdate message to be prop—Pf(‘IS' We ex_amlineT:]he performz_ance don _Isi%naturles anéj
agated through an AS. s respectively. This section gives detailed results an

. . ~analysis.
We use the public data provided by RouteViews

project [33] to generate a graph of AS connectivity of the

Internet, then reduce the size to 110 ASes using a ¢gl1  Signatures and Verifications

lapsing procedure. This reduced graph still preserves cer-

tain macroscopic properties [6] seen on the entire InternBéfore examining details, we enumerate our major find-
Moreover, we incorporate our estimation of route filteriniggs on convergence time, message size, and memory cost
policies into the topology using a method, similar to the Table 2. S-BGP performs badly on convergence time,
one proposed in [7]. but is fairly dficient on memory cost. S-A outperforms

During normal BGP activities, we let one BGP speak#f€ Other two on convergence time, but is significantly
crash and reboot. We evaluate the performance of the Ble costly than the other two schemes on message size
tire system during router rebooting process. The work0d memory cost. SAS generates the shottgsiate
load on BGP speakers could be much higher than norrfitgssages, but results in the longest convergence time.
BGP activities, since the rebooting BGP speaker receivedVe also studied theficacy of strategies for caching
routing table dumps in a short period of time from eaclalidated (or generated) signatures. In simulation experi
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SHA-1 hash| MD5 hash | Attestation| S-BGP X.509 Certificatg Identifier

Length (bytes) 20 16 110 600 4
RSA | DSA | DSA (p-c) | SAS
Verify Time (m9 25 | 31.0 31.0 25
Sign Time (9 50.0 | 25.5 0.015 50.0
Signature Length (bytes)| 128 40 40 128

OCSP request CRL fetching
Operation Latency (second 0.5-1.0 0.5-1.0

Table 1: Constants and benchmarks used for simulation. RSA, DSA, and SABthige are based on 1024-bit keys.

ments, we explored S-BGP with several variations of DSAcluding signing, verification, and hashing (“crypto,”
optimizations. For the presentation of experiment resulits Figure 6). SAS requires 17Z3seconds extra time
we usecDSAto denote S-BGP with cachinggDSAto for aggregate signing and aggregate verification, which is
denote S-BGP using DSA pre-computation, apdDSA much shorter than 4002 seconds by S-BGP. This dif-
for S-BGP with both optimizations. In our model, theskerence results mainly because aggregate verifications are
caching strategies store both validated signatures and ganch faster than DSA verifications. Caching optimization
erated signatures; we usep®(with a uniformly dis- to S-BGP and SAS scheme can significantly reduce total
tributed delta of ps) to model the lookup time. The S-ACPU time. Although S-BGP (pDSA) uses much faster
scheme will not speed up by caching hash trees with sgigning operations, the net speed-up is limited, because
natures, because the trees, and hence the signaturesharsumber of verification operations dominates the num-
constantly changing even for the same route announbef of signing operations. Compared with S-BGP and
ment (since the trees depend on the context of what els84sS, S-A improves both aspects—fewer signing opera-
being signed at that time). Therefore, we only examinéidns and faster verifications. Our experiments confirm it
S-A scheme without caching, when studying processiigthe most #icient on CPU cycles.
latency and convergence time. However, we model a spenext, we look at convergence time. Among the three
cial variation for S-A caching merely to understand p@najor schemes, SAS is the worst. Compared with plain
tential memory cost it might result. Finally, all the exgGp, it converges three times slower. S-BGP comes next,
periment results are average numbers from 20 runs of {3 a slowdown of about 2.3 times. Even with optimiza-
simulation. The standard deviation is less than 5%. tions, S-BGP still takes 465% longer to converge. (Our
previous work [27] showed better S-BGP numbers, but
that turned out to be due to a bug in our simulation code.)

Time We examine the convergence time by looking at gy;ch slowdowns lead to routing fluctuations that create
the counts of cryptographic operations. Figure 4 througf} sorts of network problems, such as increased packet
Figure 7 summarize the results. All the schemes withqyks rates, increased network latencies, increased rietwor

caching optimization generate relatively the same numbef,gestion, and even disconnections. In our experiments,
of signature verifications, proportional to the total num-

ber of AS numbers encountered in AS paths in route an-
nouncements. Similarly, caching optimization by each g% 000
the schemes achieves relatively the same number of sav- | m=y110923  []1H2200 047 [T 111449
ing percentage. AL e It ) e

The story of signing operations remains the same g oo |--{  Fooooooeeeeeecd Lo Ll L]
S-BGP and SAS schemes. The S-A scheme can dramat-
ically save as many as @36 of signing operations. Our 60,000 -1 pemssssmsmsmmeed pessmnssmessmnse g peeee | eeeeensee e
experiments show that the average hash tree size by S-A
is about 601, indicating that S-A is able to amortize the™ % [7] [l LTS
cost of 60 signing operations into only one signing and oo |--f oo Teeed b eed Lecf Lo

few hashing operations.

The CPU cycles and convergence time reflect this dif- S-BGP S-BGP S-BGP S-BGP  S-A _ SAS  SAS
ference in the number of cryptographic operations. We (DSA) (cDSA) (pDSA) (cpDSA) (caching)
sum up the total CPU time on all BGP speakers, and also
track the portion consumed by cryptographic operations, Figure 4: Verification operations in path authentication

0
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Figure 7: Convergence time in path authentication
Figure 5: Signing operations in path authentication

Memory Figure 8 shows the average memory cost and
maximum memory cost for individual BGP speakers. We
router reboots by BGP even without any security protegtart with a baseline of 9KB memory at each speaker, for
tion already cost the network 153seconds to convergeplain BGP. On average, S-BGP increases this requirement
Extending the period to another several minutes is nottal1225KB, SAS to 12195KB, and S-A to 31488KB.
good option. We assume that BGP speakers record all cached routes

i gemory (e.g., RAM). In the simulation, we count the

Fortunately, our S-A scheme increases the converge fthe IP brefix. A h and related hi
only by a few seconds, with no burden on caching lar ytes of the IP prefix, S path, and related cryptographic

amount of data in memory ata structures (signatures, hash values, and bit vectors)

Our experiments revealed that, counter-intuitively, con-AS megtfr;ed earllgr, frequent_cha}nges ofbhash Lr_ees
vergence time is not proportional to the CPU time spe'?ﬁevent A Trom sz;wmg r[}grocessmg _atency fy cach_lng
by BGP speakers. In fact, the data suggests that theﬁ'g-na_tu(;els' . Ose)f oreht € memor)lljllmgact Oh C?C flryg,
tencies in the message sending process (therefore, s fi.rled letting S-A cache more stable data, the leaf in-

ing overhead) could be the dominant factor. For instan r,matlon: Update messages, signatures, and associated

if we consider only the CPU time consumed by signi t vectors (assuming neighboring relationship between

operations, SAS costs the most, about 92% of the tof es stays unchanged during simulation). For this ex-
CPU time, which could explain why SAS is the SIOWperiment, we dispensed with hash trees, but the resulting

est on convergence. One might reach a similar concfignvergence time of a variant that used hash trees and this

sion from the inconsistency between S-BGP (cDSA) aﬁachlng would not be worse than the numbers shown in
S-BGP (pDSA). Although S-BGP (pDSA) requires morg'9ure 7 and 8.

CPU cycles, almost all of these CPU cycles are spent folOne of the leading factors thaffect this memory cost
signature verifications. As the result, it converges faster

450

O Ave‘rage —
400 |- T Maximum - - - oo ey
4,500 — 330 31458 1
[ basic 300 R _
4,000 preeeeeees B "
] Crypto 2
3,500 f-eereeannan] presaseenseaneeaes LA EE IR R 2 250 7
2 =
B e s g 200 7
Q2,500 [rommmmnenef fremmnenseesen e 150 7
R e ] 100 2
E 00 b e e T |
1,500 30 9.02
L e e O RO 1| EEEE | [ BRSSO 0
BGP S-BGP S-A (variant SAS
RIVUR b bkt il Bt ) Sl el bty 1 S " (cDSA)  with caching) (caching)

BGP S-BGP S-BGP S-BGP S-BGP S-A  SAS SAS
(DSA) (cDSA) (pDSA) (cpDSA) (caching)  Figure 8: Comparison of memory costs for caching. The S-A

scheme in this comparison is a variant that does not use hash
Figure 6: Total CPU time in path authentication trees, and caches leaf information instead of signatures.
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BGP | S-BGP| S-A SAS 5.2 Certificate Revocation

Average

message | 36.09 | 318.61| 1107.08| 184.29 Bringing the PKI one step closer to reality requires con-
size (bytes) sidering the costs of checking the validity of a signer’s

Increase 883 | 2157 | 511 certificate, when verifying a signature. Recall that BGP
Maximum speakers use their private keys to sign and create RAs on
message || 42.6 | 527.7 | 19154 | 191.2 route announcements. We use simulation to model the
size (bytes) case that BGP speakers validate BGP speakers’ public

Increase 13.77 | 47.75 4.40 keys in certificates before using them to verify RAs.

Table 3: Message size. The increase numbers are based on thi our revocation simulation, we assume that the 110
message size by original BGP. ASes belong to dierent organizations (also called PKI
domain$, with each organization having its own CA issu-
ing certificates for that organization’s BGP speakers. Each
PKI domain has a repository of certificatedfeved by
is signature length. Here, S-BGP outperforms S-A bgn LDAP server. When we model revocation by OCSP,
cause a DSA signature is much shorter than a RSA sigig assume an organization has an online OCSP respon-
ture (e.g., 40 bytes vs. 128 bytes). Secondly, SAS is ablker; when we model CRLs, we assume the organization’s
to save memory by caching only one signature for an ABDAP server also fiers CRLS.
path of any length. Even with RSA signatures, SAS is aS\y then examine the convergence time for S-BGP with
efficient as S-BGP. all optimizations, using OCSP or CRLs for certificate val-
Although not shown in Figure 8, edge routers consuriiation. The OCSP approach provides fresh information
the most memory for caching routes, statistically. Wsf certificate status, at the cost of network and process-
posit two reasons. First, as a pure customer in the nigly latencies. The CRL approach is less aggressive: the
work, an edge router may receive more route announgerifier downloads CRLs periodically, checks certificate
ments than the ones in the core of the network. Segatus with these local copies, and (when the local copies
ond, and most importantly, the AS paths recorded by edgpire) get fresh CRLs from the appropriate repositories
routers are significantly longer, so these routers will eactia the LDAP protocol.

more signatures. For simplicity, we assume that BGP speakers can vali-
In ongoing work, we are exploring using cryptographigate OCSP responses and fetched CRLs by verifying sig-
hashing to further reduce cache size. natures on them. In other words, we do not model the

process of discovering trust path for them. The rest of this
section discusses and compares the performance impact
that checking certificate status has on S-BGP.

Update Message Size SAS produces one signature for

an AS path; it wins the competition on message size. SCSP The model we use to study OCSP is close to typ-
BGP is next, again, because of shorter signature lengdal PKI practice in the real world. In a practical PKI, one
Our experiment results, shown in Table 3, confirm that 8f more OCSP responders connect to a certificate database
A generates the longest messages. For both S-BGP andprated by local CAs to serve the status information of
A, number of signatures in messages grows as the lentjth certificates issued by local CAs. Optionally, the re-
of path increases. sponders can set up SSL connections to enhance privacy

For SAS, since eaddpdate message contains only ondor the client.
aggregate signature for the entire AS path, the maximumrhe OCSP response is a signed data structure that con-
message size is close to the average size. On the othars the real-time status of a requested certificate. OCSP
hand, the longedipdate message for the S-BGP and S-Antroduces latencies, from setting up an SSL connection,
schemes is about two times as long as average messaffesn network delays, from real-time signing, and from
Our experiments measured shorter message sizes figRature verification. According to measurements we
the number measured in the Internet, because we ofgde with real-world OCSP implementations, the latency
considered the fields (AS path, signatures, hashes, andbiene round is about.B-10 seconds, the majority of
vectors) that would vary between the schemes. Since YaiCh is from network latency.
ignored portions are the same for each of the schemes, thié a client has multiple certificates to validate, it can
simulation still results in a fair comparison of the messagend OCSP requests in sequence or in parallel. A proxy,
size. such as &ertificate Arbitrator Modulg CAM) [37], can
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Protocol # Ann. # Vrf. # Sign | # OCSP Rgst.| Basic CPU (s)| Crypto CPU (s)| Convergence (s
BGP 19571.8 - - - 1310.6 - 153.7
S-BGP (cpDSA) || 21898.9| 24180.6| 11521.9 - 1464.1 755.4 224.4
Sequential OCSR| 22542.9| 113859.9| 11663.2 89912.5 1501.7 70990.2 2720.4
Parallel OCSP 21707.8| 110429.3| 11290.5 87004.0 1448.5 3971.0 344.3

Table 4: Performance of validating certificates using OCSP for S-BGP path digaton

contact multiple OCSP responders throughout the neéet using such semantics. Using publicly available Inter-
work and send requests in parallel for the client. In onet measurements, these researchers generated an approx-
simulation, we model both sequential and parallel casegnated address delegation graph, a tree rooted at IANA.

Table 4 shows that checking certificate status usiﬁ@e structure is very similar to the address allocation PKI
OCSP for S-BGP is intolerably expensive. Sending d&¢ S-BGP (not surprising, since it essentially solves the
guential OCSP requests is an especially bad idea. We &€ problem).
performance numbers of BGP and S-BGP (cpDSA) in theFor each prefix in route announcements, tydate
table for comparison, and show both the basic CPU timmeessage should carry an address delegation path for au-
the processing latencies related to cryptographic opett@entication. The scheme of Aiello et al. [1] uses in-band
tions, the latencies by OCSP requests and responses,aittess delegation attestations carriedJjpdate mes-
network latency in between. Even the resulting convesages, because these attestations are much smaller in size
gence time for parallel OCSP requests is.3&kconds. than the S-BGP address allocation certificates. We use

simulation to re-visit this issue.

CRLs For CRLs, we assume that each BGP speaker ha¥Ve model address delegation using this approximated
a local cache of CRLs. Since signature verification ré0mplete graph of the Internet and size it down so that
quires an up-to-date copy of the CRL from the relevafiis suitable for our 110-AS simulated network. In prac-

CA, the BGP speaker pays the price of fetching and valice, ASes could announce many prefixes, each of which

dating fresh ones before verifying RAs, if some CRLs af@uld have its own address delegation path in the graph.
missing or expired. Our simulation model is much simpler; each AS only an-

To evaluate the cost of fetching CRLs, we let BG ounces two pr_eﬁxe_s. We add randomne_ss in the model
g,capture the diversity of the real world. First, we put the

speakers have a certain fraction of the CRLs in their Ioca& . . . . .
) . address delegation graph into the configuration of simu-
cache be expired, and then measure the resulting conyer-

. . : ation, so that BGP speakers can recognize all delegation

gence time. The experiments assume that it casts1® .
ths for each origin AS. Next, we let BGP speakers ran-
seconds on average for BGP speakers to fetch a CRL. omly choose a path for the prefix based on the origin AS
also assume that CRLs are valid for 12 hours. y b P 9 :

We limit the path length to seven (since address delegation

Figure 9 shows the measurement data from simulatiQpns are reported to be no longer than 4-5, in practice).
It is clear that more expired CRLs cause the convergence

times to increase linearly. These times range from4224
seconds to 287 seconds. Hence, even with all CRLS ex- g
pired, validating certificates against CRLs is still a more

efficient approach than OCSP, which costs.34kconds g 280 |
to converge with the fast option, parallel OCSP requests

270 +

260 +

6 Origin Authentication

250

ergence time (s

Our approach to studying origin authentication is simila@ 240 ¢
to the approach we took for path authentication. We first
look at the performance impact of signatures and verifica-
tions, then examine the cgrtlflpate valldatlon cost. on top of 220 5 50 i & 50 100 20
that. We add one model in simulation for experiments— Number of Expired CRLs

the approximated address delegation graph. As mentioned

earlier, the semantics of IP address delegation start fr&igure 9: Convergence times by S-BGP using CRLs to validate
IANA. Aiello et al. [1] expressed IP addresses of the Intecertificates.

230 +




Appeared at the 4th Annual PKI Research and Development Workshop, April 2005. 11

50,000 200
L. R TBOE -+ o I ]
45,000 46,009 -
40,000 ------ ] 160 - LR S |
35,000 - s B 140y B
30,000 - - - T R RREIEEEEERREE B - 120 B
25,000 ------ T ]
20,000 ------ 4 E
5000 15,429 & 6O = e . o] ]
’ 10,518 10,519 40F - . e e e e
10,000 - -- - s S e ol o
5000 - R i - 0
0 BGP OA- OA- OA-AS- OA-
OA-Simple  OA-List OA-AS-List OA-Tree Simple List List Tree

Figure 10: Number of verification operations by OA addresEigure 12: Convergence time by OA address delegation attesta-
delegation attestation constructions. tion constructions.

This randomly chosen path determines what address di@0 Verification possible. However, as Aiello et al. also
egation attestations are involved. mention, in-band delivery of delegation attestation is sus

ceptible to replay attacks, unless we introduce shortlive
tokens or make delegation attestations short-lived. Thus,

6.1 Signatures and Verification a trade-d exists between the period of vulnerability and
the overhead of administration and computation.

Time Figure 10 through Figure 12 show the processing

If';ltency. We_assumet.hat organlza_tlons prepare the_ delq\q"élfnory We let BGP speakers cache verified attesta-
tion attestationsffline; the simulation only counts signa;

A . . ) ions and associated prefixes; we then measure the aver-
ture verifications and hashing latencies accordingly. The P ’

OA-Listand OA-Tree approaches greatly reduce the nua Jé memory cost anq message size. Table 5 shows that
) P : .Ine OA-List scheme is more costly than other schemes,
ber of signature verifications required. Compared wi

S . mainly because the list construction produces extremely
path authentication schemes, the increase of convergence . . :

. : : : ong delegation attestations. In the approximated address
time by all delegation attestation constructions are maj

: S e elegation graph, the average number of delegations made
ageable. This result, again, implies the verification over- 2 .
%)¥Oorgan|zat|ons is about 38. Moreover, about 16 or-

Q%i?sgagi:rg:gg;facmr to convergence time compare ganizations make 80% of the address delegations. Obvi-
' ously, this graph has high connectivity and the delegations

The resulting convergence time of OA confirms thgre concentrated on very small portion of organizations.
conclusion made by Aiello et al. [1}—thefiencies af- These features are the reason why the AS-List approach
forded by OA designs make in-band delegation attesgam produce long lists of prefixes in address delegation at-
testations. According to Figure 10, the AS-Tree approach

handles the least number of signatures; however, its mem-

1,600 ‘ ory cost and message size are worse than OA-AS-List,

1400 Lo ~moBasic | mainly because the AS-Tree approach involves hash val-
1’200 . m | B[ [Py ues, which are much longer than organization identifiers.
E 1,000 - p e e R
2 800t | 1|+ 6.2 Certficate Revocation
E 600 f-of f ] | e I EETEETT | P
a wo b B H || | The above analysis shows that the OA-AS-List attestation
construction is fairly ficient. It is the most &cient one
200 el W "7 on memory cost and message size, and it does not put
0 BGP OA- OA-  OA-AS-  OA. significant pressure on BGP processing and convergence.
Simple  List List Tree In fact, the OA-AS-List construction—the delegation list

grouped by dierent delegatees—is very similar to the de-
Figure 11: Total CPU time by OA address delegation attestati®ign of address allocation certificates of S-BGP. Thus, we
constructions. next consider the case that BGP speakers send S-BGP ad-
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Attestation Constructiongl OA-Simple | OA-List | OA-AS-List | OA-Tree
Storage for Attests. (KB) 42.80 666.27 13.23 30.22
Message Size (Bytes) 496.97 36293.37 575.35 1029.24

Table 5: Average memory cost and message size by OA address delegatidatimbesonstructions.

210 ‘ ‘ ‘ ‘ ‘ 6.3 Certificate Distribution
200 | In addition to processing latency and convergence time,
the experiments also measure message size. Carrying cer-
tificates inUpdate messages would require 2KB on aver-
180 | | age. The maximum message size about 4KB. Given the
BGP message MTU, carrying these certificates does not
170 | | appear to be feasible in practice. On the other hand, if
BGP speakers record all certificates locally, our simula-
160 |- 1 tion shows that certificates consume about 6KB storage
on each BGP speakers, on average. The relatively small
0 20 40 60 80 700 120 scale of the simulated network prevents us from directly
Number of Expired CRLs inferring potential storage issues in the real world. IP ad-
dress allocations, AS number assignments, and router as-
Figure 13: Convergence times by origin authentication usingignments on the full Internet produce much more certifi-
CRLs to check certificate status. cates. The CIDR BGP report from AS1221 (Telstra) [4]
shows that there are 181,031 active BGP entries in a rout-
ing table. To validate ownerships of these prefixes, we
dress allocation certificates, instead of delegation tattesieed roughly the same number of address allocation cer-
tions inUpdate messages. In other words, the sender dificates. Besides, this report also concludes that there
closes the complete certification chain for the verificatiare about 18,233 unique ASes and 50,000 organizations.
of address attestation (AA). We assume that each speaBensidering both PKls by S-BGP, each BGP speaker
sets ICANN and the CA in their local PKI domain as itaeeds about 190MB in total to store all certificates.
trust anchors.

Again, bringing this PKI one step closer to reality re-

quires considering the costs of checking the validity (7 Related Work
the certificates. We consider each approach in turn.

190 +

seconds

150

The performance studies in [16, 18fer detailed discus-

sions on deploying S-BGP in the real world. The authors
OCSP As before, we first consider OCSP, both in seollected a variety of data sources to analyze S-BGP’s per-
quence and in parallel. Table 6 shows the experimé@simance impacts on BGP processing, transmission band-
results on processing latency. The most important cagidth, and routing table size. These studies concluded
clusion we can draw is that, as for path authenticatiahat the memory requirements of holding route informa-
OCSP processing for origin authentication can greatign and related cryptographic data are a major obstacle to
slow down the BGP convergence. For either part of BGfReployment of S-BGP. Unlike our work, all of the discus-
route authentication, using OCSP to validate real-tingns are based on static measurement of BGP.
certificate status does not appear to be feasible in practicey, origin authentication study by Aiello et al. [1] de-

signed a simulatotQASim to model the operations of a

single BGP speaker. This simulator accepts timed BGP
CRLs Again, we carried out experiments assuming dit/Pdate streams and computes the costs associated with
ferent sets of CRLs expire at the routers, and examiné§ validation and storage of the related origin authentica
performance. Figure 13 shows the results. The curign proofs. The simulation results show that in-band dis-
is similar to the convergence time by path authenticatigioution of origin authentication proofs is possible. Our
with CRL fetching. The convergence time is relatively uriimulation is more powerful than OASIm in that we model
affected if each of the BGP speakers needs to fetch fev@fl simulate a network and study the convergence time.
than eight CRLs during rebooting. Our previous study [27] used a packet-level detailed
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Protocol # Ann. #Vrf. | # Attest. | # OCSP Rqst.| Basic CPU (s)| Crypto CPU (s)| Convergence (s
BGP 19571.8 - - - 1310.6 - 153.7
OA-AS-List 20131.2| 15429.1| 10364.1 — 1349.7 480.4 155.1
Sequential OCSR| 22800.5| 73586.7| 5071.0 68515.65 1522.1 53665.7 2420.9
Parallel OCSP 22408.6| 72635.2| 5071.2 67564.00 1494.8 19060.2 938.7

Table 6: Convergence impact of OCSP on in-band address attestation.

simulation model of BGP to understand the processiy Conclusions
overhead by S-BGP. We discovered that, due to public key
cryptography, S-BGP is expensive on operational latengyplementation details of securing BGP have signifi-
and thus greatly increases convergence time. We furtegnt impact on BGP’s behavior, and on the capacity of
proposed a morefiecient scheme (signature amortizationouters to actually use the algorithms. BGP’s detailed
S-A) for BGP path authentication. Our simulation experiime and memory consumption is too complex to analyze
ments conclude that the new approach has minimal imppately with mathematics, and so we turn to large-scale
on BGP convergence. discrete-event simulation to examine the impacts of cryp-
There are also other studies on mofecéent mecha- tographic operations and standard PKI certificate valida-
nisms for securing BGP. One challenge in the adopti§ian schemes on recent proposals to secure BGP.
of any inter-domain routing security solution is its inte- We compare several major security proposals with S-
gration with existing infrastructure. In thater-domain BGP. Our simulation results have shown that it is pos-
Routing Validation (IRV)project [8], participating ASes sible to apply more fiicient cryptographic operations to
host servers called IRVs. Each IRV maintains a consistéiprove the performance in terms of convergence time,
corpus of routing data received and advertised. Remeiessage size, or storage costs. Trégeexist. Diferent
entities (e.g., routers, other IRVs, application) valeat proposals have their own strengthens and weakness. In
cally received data by querying source AS IRVs using articular, Signature Amortization achieves fast conver-
out-of-band (and potentially secure) protocol. This agence at the cost of longer message size and more mem-
proach has the advantage that the query responses casreSequential Aggregation Signatures can decrease the
tailored to the requester for optimization or access contrmessage size, but slowing down the BGP convergence sig-
A recent éfort that attacks the scalability issue of Snificantly. The Origin Authentication scheme can achieve
BGP ispsBGP[40]. The major goal is to increase pracinstant origin proofs with in-band distribution of attesta
ticability of security solutions on BGP. The psBGP prdions, at the cost of exposing vulnerabilities to attackers
tocol contains four main components—authentication ofWe also analyzed the impacts of standard certificate
AS numbers, authentication of IP prefix ownership, atevocatiorivalidation mechanisms. The OCSP approach
thentication of BGP speakers, and integrity of AS patfreatly slows down convergence. On the other hand, if
Essentially, this proposal combines aspects of S-BGP &@P speakers rely on CRLs for certificate validation, the
SOBGP. extra overheads by CRL handling operations are insignif-
Besides public key cryptography, there aféoes on icant to dfect convergence. Of course, such choices trade
securing BGP using symmetric key algorithms [9, 13, 4erformance with security.
These proposals are morgfieient on the operational la- Besides BGP routing system, a variety of other large-
tency, but require more storage, loose time synchronizgale distributed systems assume an underlying PKI—but
tion, and complex key-pair pre-distribution. neglect to consider its performance impact. Understand-
Subramanian et al. [36] proposed thistenandWhis- ing the impact of the underlying PKI systems is a chal-
per protocols to address the BGP security problem. THging task. In the future, we plan to analyze broader
Listen protocol helps data forwarding by detecting “inssues of PKI design and deployment that satisfy the se-
complete” TCP connection; the Whisper protocol uncogurity and performance requirements by these large-scale
ers invalid route announcements by detecting inconstistributed systems and applications.
tency among multiple update messages originating fromin ongoing work, we are also exploring new path au-
a common AS. The Listen and Whisper approach digrentication protocols that further improve performance.
penses with the requirement of PKI or a trusted central-
ized database, and aims for “significantly improved secu-
rity” rather than “perfect security.”
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