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\[ \lim_{{k \to \infty}} \{ \text{[Knaus et. al. 2011]} \} \]
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\[ \lim_{k \to \infty} I(k) = I \]
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\[ I(k) : r = \frac{1}{k} \]
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\[ I(\infty) = I(k) + \left[ I(\infty) - I(k) \right] \]
### Debiasing

<table>
<thead>
<tr>
<th>GT</th>
<th>Biased</th>
<th>Bias Correction</th>
</tr>
</thead>
</table>

\[
I(\infty) = I(k) + [I(\infty) - I(k)]
\]

\[
I(\infty) = I(k) + \sum_{j=k}^{\infty} [I(j+1) - I(j)]
\]
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\[ I(\infty) = I(k) + \sum_{j=k}^{\infty} \left[ I(j + 1) - I(j) \right] \]
Debiasing

\[ I(\infty) = I(k) + \frac{I(j + 1) - I(j)}{p(j)} \]
Debiasing

\[ \langle I(\infty) \rangle = \langle I(k) \rangle + \frac{\langle I(j + 1) \rangle - \langle I(j) \rangle}{p(j)} \]
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steps \( \propto 2^{j+1} \)
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Unbiased ray-marching

$$\langle I \rangle = \langle I(k) \rangle + \frac{\langle I(j + 1) \rangle - \langle I(j) \rangle}{p(j)}$$

steps = 8
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Results
Transmittance estimation

[Bitterli et. al. 2018]
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\[ \langle I \rangle = \langle I(k) \rangle + \frac{\langle I(j+1) \rangle - \langle I(j) \rangle}{p(j)} \]

\[ E \left[ \langle I \rangle \right] = I \quad V \left[ \langle I \rangle \right] = \infty \]
Photon mapping
Additional Contributions

• Recipe
• Taylor series
• Infinite variance
• Finite differences
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